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GNOME, XFCE, MATE, Cinnamon, and LXQT, expanded browser options, a new development
tools section, and updates to office productivity, document viewers, and finance sections.

• The Multimedia chapter has been reworked with updates to the sound section, new tables for
sound mixers, audio players, and video players, guidance on automatic headphone switching, a
new conferencing and meetings section, and a revised image scanners section.

•

Other File Systems have been added with information about non-native file systems in FreeBSD,
such as ZFS from Sun™.

• Security Event Auditing has been added to cover the new auditing capabilities in FreeBSD and
explain its use.

• Virtualization has been added with information about installing FreeBSD on virtualization
software.

• Installing FreeBSD has been added to cover installation of FreeBSD using the new installation
utility, bsdinstall.

Second Edition (2004)
The third edition was the culmination of over two years of work by the dedicated members of the
FreeBSD Documentation Project. The printed edition grew to such a size that it was necessary to
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describes common desktop environments such as KDE and GNOME.

Wayland

Describes the Wayland display server in general and using Wayland on FreeBSD in particular.
Also describes common compositors such as Wayfire, Hikari and Sway.

Desktop Applications

Lists some common desktop applications, such as web browsers and productivity suites, and
describes how to install them on FreeBSD.

Multimedia

where to find them.

The FreeBSD Booting Process

Describes the FreeBSD boot process and explains how to control this process with configuration
options.

Security

Describes many different tools available to help keep your FreeBSD system secure, including
Kerberos, IPsec and OpenSSH.

Jails

Describes the jails framework, and the improvements of jails over the traditional chroot support
of FreeBSD.
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Network Servers

Provides detailed instructions and example configuration files to set up your FreeBSD machine
as a network filesystem server, domain name server, network information system server, or
time synchronization server.

Firewalls

Explains the philosophy behind software-based firewalls and provides detailed information
about the configuration of the different firewalls available for FreeBSD.

Advanced Networking

Describes many networking topics, including sharing an Internet connection with other
computers on your LAN, advanced routing topics, wireless networking, Bluetooth®, ATM, IPv6,

A monospaced font is used for error messages, commands, environment variables, names of ports,
hostnames, user names, group names, device names, variables, and code fragments.

Bold

A bold font is used for applications, commands, and keys.
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User Input

Keys are shown in bold to stand out from other text. Key combinations that are meant to be typed
simultaneously are shown with + between the keys, such as:

commands.

% top

Acknowledgments
The book you are holding represents the efforts of many hundreds of people around the world.
Whether they sent in fixes for typos, or submitted complete chapters, all the contributions have
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Several companies have supported the development of this document by paying authors to work on
it full-time, paying for publication, etc. In particular, BSDi (subsequently acquired by Wind River
Systems) paid members of the FreeBSD Documentation Project to work on improving this book full
time leading up to the publication of the first printed edition in March 2000 (ISBN 1-57176-241-8).
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Wind River Systems then paid several additional authors to make a number of improvements to the
print-output infrastructure and to add additional chapters to the text. This work culminated in the
publication of the second printed edition in November 2001 (ISBN 1-57176-303-1). In 2003-2004,
FreeBSD Mall, Inc, paid several contributors to improve the Handbook in preparation for the third
printed edition. The third printed edition has been split into two volumes. Both volumes have been
published as The FreeBSD Handbook 3rd Edition Volume 1: User Guide (ISBN 1-57176-327-9) and
The FreeBSD Handbook 3rd Edition Volume 2: Administrators Guide (ISBN 1-57176-328-7).
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Part I: Getting Started
This part of the handbook is for users and administrators who are new to FreeBSD. These chapters:

• Introduce FreeBSD.

• Guide readers through the installation process.

• Teach UNIX® basics and fundamentals.

• Show how to install the wealth of third party applications available for FreeBSD.

• Introduce X, the UNIX® windowing system, and detail how to configure a desktop environment
that makes users more productive.

• Introduce Wayland, a new display server for UNIX®.

The number of forward references in the text have been kept to a minimum so that this section can
be read from front to back with minimal page flipping.
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Chapter 1. Introduction

1.1. Synopsis
Thank you for your interest in FreeBSD! The following chapter covers various aspects of the
FreeBSD Project, such as its history, goals, development model, and so on.

After reading this chapter you will know:

• How FreeBSD relates to other computer operating systems.

• The history of the FreeBSD Project.

• The goals of the FreeBSD Project.

man(1)  pages, not
only for userspace daemons, utilities, and configuration files, but also for kernel driver APIs
(section 9) and individual drivers (section 4).
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• Simple and consistent repository structure and build system - FreeBSD uses a single repository
for all of its components, both kernel and userspace. This, along with a unified and easy to
customize build system and a well thought-out development process makes it easy to integrate
FreeBSD with build infrastructure for your own product.

• Staying true to Unix philosophy, preferring composability instead of monolithic "all in one"
daemons with hardcoded behavior.

• Binary compatibility



CAD, mathematical and graphic design packages also make it highly useful to those whose
primary interest in a computer is to get other work done!

• Research: With source code for the entire system available, FreeBSD is an excellent platform for
research in operating systems as well as other branches of computer science. FreeBSD’s freely
available nature also makes it possible for remote groups to collaborate on ideas or shared
development without having to worry about special licensing agreements or limitations on
what may be discussed in open forums.

• Networking: Need a new router? A name server (DNS)? A firewall to keep people out of your

The original goal was to produce an intermediate snapshot of 386BSD in order to fix a number of
problems that the patchkit mechanism was just not capable of solving. The early working title for
the project was 386BSD 0.5 or 386BSD Interim in reference to that fact.
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386BSD was Bill Jolitz’s operating system, which had been up to that point suffering rather severely
from almost a year’s worth of neglect. As the patchkit swelled ever more uncomfortably with each
passing day, they decided to assist Bill by providing this interim "cleanup" snapshot. Those plans

FreeBSD 2.0 to the world. Despite being still more than a little rough around the edges, the release
was a significant success and was followed by the more robust and easier to install FreeBSD 2.0.5
release in June of 1995.

Since that time, FreeBSD has made a series of releases each time improving the stability, speed, and
feature set of the previous version.

For now, long-term development projects continue to take place in the 15.0-CURRENT (main)
branch, and snapshot releases of 15.0 are continually made available from the snapshot server as
work progresses.
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1.3.2. FreeBSD Project Goals

The goals of the FreeBSD Project are to provide software that may be used for any purpose and
without strings attached. Many of us have a significant investment in the code (and project) and
would certainly not mind a little financial compensation now and then, but we are definitely not
prepared to insist on it. We believe that our first and foremost "mission" is to provide code to any

The FreeBSD core team

The FreeBSD core team would be equivalent to the board of directors if the FreeBSD Project were
a company. The primary task of the core team is to make sure the project, as a whole, is in good
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1.3.4. Third Party Programs

In addition to the base distributions, FreeBSD offers a ported software collection with thousands of
commonly sought-after programs. The list of ports ranges from HTTP servers to games, languages,
editors, and almost everything in between. There are about 36000 ports; the entire Ports Collection
requires approximately 3 GB. To compile a port, you simply change to the directory of the program
you wish to install, type make install, and let the system do the rest. The full original distribution

relevant. You may view the locally installed manuals with a web browser using the following URLs:

The FreeBSD Handbook

/usr/local/share/doc/freebsd/en/books/handbook/handbook_en.pdf

The FreeBSD FAQ

/usr/local/share/doc/freebsd/en/books/faq/faq_en.pdf

You can always find up to date documentation at The Documentation Portal.

All trademarks are the property of their respective owners.
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Chapter 2. Installing FreeBSD

2.1. Synopsis
FreeBSD supports different architectures including amd64, ARM®, RISC-V®, and PowerPC®.
Depending on the architecture and platform, different images can be downloaded to install or
directly run FreeBSD.

The image types are:

•

 if you want to use FreeBSD on a system that already
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has another operating system installed.

Before moving on to the installation, check that the system is ready by verifying the items in this
checklist:

1. Back Up Important Data

Before installing any operating system, always backup all important data first. Do not store

creating a new partition. Since the possibility of selecting the wrong
partition exists, always backup any important data and verify the integrity
of the backup before modifying disk partitions.

Disk partitions containing different operating systems make it possible to install multiple
operating systems on one computer.

3. Collect Network Information
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Some FreeBSD installation methods require a network connection in order to download
the installation files. After any installation, the installer will offer to setup the system’s
network interfaces.

If the network has a DHCP server, it can be used to provide automatic network
configuration. If DHCP is not available, the following network information for the system

• -dvd1.iso: This file contains all of the files needed to install FreeBSD, its source, and the Ports
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Collection. It also contains a set of popular binary packages for installing a window manager
and some applications so that a complete system can be installed from media without requiring
a connection to the Internet. This file should be burned to optical media.

• -memstick.img: This file contains all of the files needed to install FreeBSD, its source, and the
Ports Collection. Write this file to a USB stick as shown in 


This example uses /dev/da0 as the target device where the image will be
written. Be very careful that the correct device is used as this command will
destroy the existing data on the specified target device.

1. The command-line utility is available on BSD, Linux®, and Mac OS® systems. To burn the
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image using 

 to write the image file to the memory
stick.

2.4. Starting the Installation



By default, the installation will not make any changes to the disk(s) before the
following message:

Your changes will now be written to disk. If you
have chosen to overwrite existing data, it will
be PERMANENTLY ERASED. Are you sure you want to
commit your changes?

The install can be exited at any time prior to this warning. If there is a concern
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Figure 6. Keymap Testing Menu

2.5.2. Setting the Hostname

The next bsdinstall menu is used to set the hostname for the newly installed system.
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Figure 7. Setting the Hostname

Type in a hostname that is unique for the network. It should be a fully-qualified hostname, such as
machine3.example.com.

2.5.3. Selecting Components to Install

Next, bsdinstall will prompt to select optional components to install.
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itself. The full source tree requires 1 GB of disk space and recompiling the entire FreeBSD
system requires an additional 5 GB of space.

• tests - FreeBSD Test Suite.

2.5.4. Installing from the Network

The menu shown in Installing from the Network only appears when installing from a -bootonly.iso
or -mini-memstick.img, as this installation media does not hold copies of the installation files. Since
the installation files must be retrieved over a network connection, this menu indicates that the
network interface must be configured first. If this menu is shown in any step of the process,
remember to follow the instructions in Configuring Network Interfaces.

Figure 9. Installing from the Network

2.6. Allocating Disk Space
The next menu is used to determine the method for allocating disk space.
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By properly partitioning a system, fragmentation introduced in the smaller write-heavy partitions
will not bleed over into the mostly read partitions. Keeping the write-loaded partitions closer to the
disk’s edge will increase I/O performance in the partitions where it occurs the most. While I/O
performance in the larger partitions may be needed, shifting them more toward the edge of the
disk will not lead to a significant performance improvement over moving /var to the edge.

2.6.2. Guided Partitioning Using UFS

When this method is selected, a menu will display the available disk(s). If multiple disks are
connected, choose the one where FreeBSD is to be installed.
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Figure 11. Selecting from Multiple Disks

Once the disk is selected, the next menu prompts to install to either the entire disk or to create a
partition using free space. If [ Entire Disk ] is chosen, a general partition layout filling the whole
disk is automatically created. Selecting [ Partition ] creates a partition layout from the unused
space on the disk.
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Figure 12. Selecting Entire Disk or Partition

After the [ Entire Disk ] option is chosen, bsdinstall displays a dialog indicating that the disk will be
erased.
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Figure 13. Confirmation

The next menu shows a list with the available partition scheme types. GPT is usually the most

appropriate choice for amd64 computers. Older computers that are not compatible with GPT should

use MBR. The other partition schemes are generally used for uncommon or older computers. More

information is available in Partitioning Schemes .
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Figure 14. Select Partition Scheme

After the partition layout has been created, review it to ensure it meets the needs of the installation.
Selecting [ Revert ] will reset the partitions to their original values. Pressing [ Auto ] will recreate
the automatic FreeBSD partitions. Partitions can also be manually created, modified, or deleted.
When the partitioning is correct, select [ Finish ] to continue with the installation.
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Figure 18. Manually Create Partitions

GPT is usually the most appropriate choice for amd64 computers. Older computers that are not
compatible with GPT should use MBR. The other partition schemes are generally used for
uncommon or older computers.

Table 1. Partitioning Schemes

Abbreviation Description

APM Apple Partition Map, used by PowerPC®.

BSD

[ <Cancel> ]).
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sizes even multiples of 4K bytes helps to ensure alignment on drives with either
512-byte or 4K-byte sectors. Generally, using partition sizes that are even multiples
of 1M or 1G is the easiest way to make sure every partition starts at an even
multiple of 4K. There is one exception: a freebsd-boot partition for BIOS booting
should be no larger than 512K due to legacy boot code limitations. This limitation
does not apply to UEFI booting.

A Mountpoint is needed if the partition will contain a file system. If only a single UFS partition will
be created, the mountpoint should be /.

The Label is a name by which the partition will be known. Drive names or numbers can change if
the drive is connected to a different controller or port, but the partition label does not change.
Referring to labels instead of drive names and partition numbers in files like /etc/fstab makes the
system more tolerant to hardware changes. GPT labels appear in /dev/gpt/ when a disk is attached.
Other partitioning schemes have different label capabilities and their labels appear in different
directories in /dev/.



Use a unique label on every partition to avoid conflicts from identical labels. A few
letters from the computer’s name, use, or location can be added to the label. For
instance, use labroot or rootfslab for the UFS root partition on the computer
named lab.

Example 1. Creating Traditional Split File System Partitions

For a traditional partition layout where the /, /var, /tmp, and /usr directories are separate file
systems on their own partitions, create a GPT partitioning scheme, then create the partitions as
shown. Partition sizes shown are typical for a 20G target disk. If more space is available on the
target disk, larger swap or /var partitions may be useful. Labels shown here are prefixed with
ex for "example", but readers should use other unique label values as described above.

By default, FreeBSD’s gptboot expects the first UFS partition to be the / partition.

Partition Type Size Mountpoint Label

freebsd-boot 512K

freebsd-ufs 2G / exrootfs

freebsd-swap 4G exswap

freebsd-ufs 2G /var exvarfs

freebsd-ufs 1G /tmp extmpfs

freebsd-ufs accept the default
(remainder of the
disk)

/usr exusrfs

After the custom partitions have been created, select [ Finish ] to continue with the installation and
go to Fetching Distribution Files.
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2.6.4. Guided Partitioning Using Root-on-ZFS

This partitioning mode only works with whole disks and will erase the contents of the entire disk.
The main ZFS configuration menu offers a number of options to control the creation of the pool.

Figure 20. ZFS Partitioning Menu

Here is a summary of the options in this menu:

• Install - Proceed with the installation with the selected options.

• Pool Type/Disks - Configure the 

byte sector disks, and has the added benefit of ensuring that pools created on 512 byte disks will
be able to have 4K sector disks added in the future, either as additional storage space or as
replacements for failed disks. Press the Enter  key to chose to activate it or not.
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Figure 23. Invalid Selection

If one or more disks are missing from the list, or if disks were attached after the installer was
started, select [ - Rescan Devices ] to repopulate the list of available disks.
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Figure 31. Fetching Distribution Files

Next, the integrity of the distribution files is verified to ensure they have not been corrupted during
download or misread from the installation media:
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Figure 33. Extracting Distribution Files

Once all requested distribution files have been extracted, bsdinstall displays the first post-
installation configuration screen. The available post-configuration options are described in the next
section.

2.8. Network Interfaces, Accounts, Time Zone, Services
and Hardening

2.8.1. Setting the root Password

First, the root password must be set. While entering the password, the characters being typed are
not displayed on the screen. The password must be entered twice to prevent typing errors.
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Figure 38. WPA2 Setup

Next, choose whether or not an IPv4 address should be configured on the Ethernet or wireless
interface:
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Figure 40. Choose IPv4 DHCP Configuration

If a DHCP server is not available, select [ No ] and input the following addressing information in
this menu:
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Figure 46. Choosing a Mirror

2.8.3. Setting the Time Zone

The next series of menus are used to determine the correct local time by selecting the geographic
region, country, and time zone. Setting the time zone allows the system to automatically correct for
regional time changes, such as daylight savings time, and perform other time zone related
functions properly.

The example shown here is for a machine located in the mainland time zone of Spain, Europe. The
selections will vary according to the geographical location.
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Figure 48. Select a Country

Select the appropriate country using the arrow keys and press Enter .
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Figure 49. Select a Time Zone

The appropriate time zone is selected using the arrow keys and pressing Enter .
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Figure 50. Confirm Time Zone

Confirm the abbreviation for the time zone is correct.
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Figure 52. Select Time

The appropriate time is selected using the arrow keys and then pressing [ Set Time ]. Otherwise,
the time selection can be skipped by pressing [ Skip ].

2.8.4. Enabling Services

The next menu is used to configure which system services will be started whenever the system
boots. All of these services are optional. Only start the services that are needed for the system to
function.
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Figure 54. Selecting Hardening Security Options

Here is a summary of the options that can be enabled in this menu:

• hide_uids - Hide processes running as other users (UID). This prevents unprivileged users from
seeing running processes from other users.

• hide_gids - Hide processes running as other groups (GID). This prevents unprivileged users from
seeing running processes from other groups.

• hide_jail - Hide processes running in jails. This prevents 

• clear_tmp - Clean /tmp when the system starts up.

• disable_syslogd - Disable opening the syslogd network socket. By default, FreeBSD runs syslogd
in a secure way with -s. This prevents the daemon from listening for incoming UDP requests on
port 514. With this option enabled, syslogd will instead run with -ss, which prevents syslogd
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• Use an empty password? - Typically no as empty or blank passwords are insecure.

Add another user? question with yes. Enter no to finish
adding users and continue the installation.

For more information on adding users and user management, see Users and Basic Account
Management.

2.8.7. Final Configuration

After everything has been installed and configured, a final chance is provided to modify settings.
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Figure 59. Manual Configuration

bsdinstall will prompt for any additional configuration that needs to be done before rebooting into
the new system. Select [ Yes ] to exit to a shell within the new system or [ No ] to proceed to the last
step of the installation.
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2.9. Troubleshooting
This section covers basic installation troubleshooting, such as common problems people have
reported.

Check the Hardware Notes listed on the FreeBSD Release Information page for the version of
FreeBSD to make sure the hardware is supported.



Some installation problems can be avoided or alleviated by updating the firmware
on various hardware components, most notably the motherboard. Motherboard
firmware is usually referred to as the BIOS. Most motherboard and computer

slower than that of a system installed on a hard disk.

• This option only provides a command prompt and not a graphical interface.
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Chapter 3. FreeBSD Basics

3.1. Synopsis
This chapter covers the basic commands and functionality of the FreeBSD operating system. Much
of this material is relevant for any UNIX®-like operating system. New FreeBSD users are
encouraged to read through this chapter carefully.

After reading this chapter, you will know:

• How to use and configure virtual consoles.

• How to create and manage users and groups on FreeBSD.

• How UNIX® file permissions and FreeBSD file flags work.

• The default FreeBSD file system layout.

. The password is not echoed  for security reasons.
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Once the correct password is input, the message of the day (MOTD) will be displayed followed by a
command prompt. Depending upon the shell that was selected when the user was created, this
prompt will be a #, $, or % character. The prompt indicates that the user is now logged into the
FreeBSD system console and ready to try the available commands.

3.2.1. Virtual Consoles

While the system console can be used to interact with the system, a user working from the
command line at the keyboard of a FreeBSD system will typically instead log into a virtual console.
This is because system messages are configured by default to display on the system console. These
messages will appear over the command or file that the user is working on, making it diffif8   "/usr/X11R6/bin/xdm -nodaemon"  xterm   off secure

To disable a virtual console, put a comment symbol (#) at the beginning of the line representing that
virtual console. For example, to reduce the number of available virtual consoles from eight to four,
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# vidcontrol -i mode

The output of this command lists the video modes that are supported by the hardware. To select a
new video mode, specify the mode using vidcontrol(1) as the root user:

# vidcontrol MODE_279

If the new video mode is acceptable, it can be permanently set on boot by adding it to /etc/rc.conf:

Examples of system accounts are daemon, operator, bind, news, and www.

nobody is the generic unprivileged system account. However, the more services that use nobody, the
more files and processes that user will become associated with, and hence the more privileged that
user becomes.

3.3.1.2. User Accounts

User accounts are assigned to real people and are used to log in and use the system. Every person
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accessing the system should have a unique user account. This allows the administrator to find out
who is doing what and prevents users from clobbering the sepa school, specify the account expiry date using 

pw(8). After
the expiry time has elapsed, the account cannot be used to log in to the system, although the
account’s directories and files will remain.

User’s full name

The user name uniquely identifies the account to FreeBSD, but does not necessarily reflect the
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user’s real name. Similar to a comment, this information can contain spaces, uppercase
characters, and be more than 8 characters long.

Home directory

The home directory is the full path to a directory on the system. This is the user’s starting
directory when the user logs in. A common convention is to put all user home directories under
/home/username or /usr/home/username

% configure
% make
% su -
Password:
# make install
# exit
%
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The built-in su(1) framework works well for single systems or small networks with just one system
administrator. An alternative is to install the security/sudo package or port. This software provides
activity logging and allows the administrator to configure which users can run which commands as
the superuser.

3.3.2. Managing Accounts

FreeBSD provides a variety of different commands to manage user accounts.become the superuser with 

su(1). When finished, the utility will
prompt to either create another user or to exit.

Example 3. Adding a User on FreeBSD

# adduser

The output should be similar to the following:

Username: jru
Full name: J. Random User
Uid (Leave empty for default):
Login group [jru]:
Login group is jru. Invite jru into other groups? []: wheel
Login class [default]:
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Shell (s

/var/tmp, and /var/tmp/vi.recover.

8. Removes the username from all groups to which it belongs in /etc/group. (If a group
becomes empty and the group name is the same as the username, the group is removed;
this complements adduser(8)'s per-user unique groups.)

9. Removes all message queues, shared memory segments and semaphores owned by the
user.
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rmuser(8) cannot be used to remove superuser accounts since that is almost always an indication of

Example 5. Using chpass as Superuser

# chpass jru

The output should be similar to the following:

# Changing user database information for jru.
Login: jru
Password: *
Uid [#]: 1001
Gid [# or name]: 1001
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The superuser can change any user’s password by specifying the username when running
passwd(1). When this utility is run as the superuser, it will not prompt for the user’s current
password. This allows the password to be changed when a user cannot remember the original
password.

Example 8. Changing Another User’s Password as the Superuser

 can be used to
add and edit groups. For example, to add a group called teamtwo and then confirm that it exists:


Care must be taken when using the operator group, as unintended superuser-like
access privileges may be granted, including but not limited to shutdown, reboot,
and access to all items in /dev in the group.
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Example 9. A-m is a comma-delimited list of users who are to be added to the

existing users in the group.
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Example 12. Using id(1) to Determine Group Membership

% id 

Read, no write, no execute r--

5 Read, no write, execute r-x

6 Read, write, no execute rw-
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the directory containing the file.

There are more permission bits, but they are primarily used in special circumstances such as setuid
binaries and sticky directories. For more information on file permissions and how to set them, refer
to chmod(1).

3.4.1. Symbolic Permissions

Symbolic permissions use characters instead of octal values to assign permissions to files or
directories. Symbolic permissions use the syntax of (who) (action) (permissions), where the
following values are available:
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% chmod go-w,a+x FILE

3.4.2. FreeBSD File Flags

In addition to file permissions, FreeBSD supports the use of "file flags". These flags add an
additional level of security and control over files, but not directories. With file flags, even root can
be prevented from removing or altering files.

File flags are modified using chflags(1). For example, to enable the system undeletable flag on the
file file1, issue the following command:

# chflags sunlink file1

To disable the system undeletable flag, put a "no" in front of the sunlink:
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
The nosuid mount(8) option will cause such binaries to silently fail without alerting
the user. That option is not completely reliable as a nosuid wrapper may be able to
circumvent it.

To view this in real time, open two terminals. On one, type passwd as a normal user. While it waits
for a new password, check the process table and look at the user information for 

 is now in the field designated for the group permission
settings:

-rwxr-sr-x   1 trhodes  trhodes    44 Aug 31 01:49 sgidexample.sh


In these examples, even though the shell script in question is an executable file, it
will not run with a different EUID or effective user ID. This is because shell scripts
may not access the setuid(2) system calls.
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The setuid

Directory Description

/ Root directory of the file system.

/bin/ User utilities fundamental to both single-user and multi-user
environments.

/boot/ Programs and configuration files used during operating system bootstrap.
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C1, C2).

Call A the root file system. If ls(1) is used to view the contents of this directory, it will show two
subdirectories, A1 and A2. The directory tree looks like this:

A file system must be mounted on to a directory in another file system. When mounting file system
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Partition Convention

a

sa

RAID drives Examples include aacd for Adaptec®
AdvancedRAID, mlxd and mlyd for Mylex®, amrd
for AMI MegaRAID®, idad for Compaq Smart
RAID, twed for 3ware® RAID.
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Table 5. Sample Disk, Slice, and Partition Names

The first slice contains a Windows® NTFS file system, C:, and the second slice contains a
FreeBSD installation. This example FreeBSD installation has four data partitions and a swap
partition.

The four partitions each hold a file system. Partition a is used for the root file system, d for
/var/, e for /tmp/, and f for /usr/. Partition letter c refers to the entire slice, and so is not used
for ordinary partitions.

120



https://man.freebsd.org/cgi/man.cgi?query=mount&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=mount&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=dump&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=fsck&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=fsck&sektion=8&format=html


Refer to fstab(5) for more information on the format of /etc/fstab and its options.

3.7.2. Using mount(8)

File systems are mounted using mount(8). The most basic syntax is as follows:

Do not interpret setuid or setgid flags on the file system. This is also a useful security option.
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3.7.3. Using umount(8)

To unmount a file system use umount(8). This command takes one parameter which can be a
mountpoint, device name, -a or -A.

All forms take -f to force unmounting, and 

% ps
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The output should be similar to the following:

 PID TT  STAT    TIME COMMAND
8203  0  Ss   0:00.59 /bin/csh
8895  0  R+   0:00.00 ps

The output from ps(1) is organized into a number of columns. The 

Swap: 2048M Total, 2048M Free

  PID USERNAME    THR PRI NICE   SIZE    RES STATE   C   TIME   WCPU COMMAND
  557 root          1 -21  r31   136M 42296K select  0   2:20  9.96% Xorg
 8198 dru           2  52    0   449M 82736K select  3   0:08  5.96% kdeinit4
 8311 dru          27  30    0  1150M   187M uwait   1   1:37  0.98% firefox
  431 root          1  20    0 14268K  1728K select  0   0:06  0.98% moused
 9551 dru           1  21    0 16600K  2660K CPU3    3   0:01  0.98% top
 2357 dru           4  37    0   718M   141M select  0   0:21  0.00% kdeinit4
 8705 dru           4  35    0   480M    98M select  2   0:20  0.00% kdeinit4
 8076 dru           6  20    0   552M   113M uwait   0   0:12  0.00% soffice.bin
 2623 root          1  30   10 12088K  1636K select  3   0:09  0.00% powerd
 2338 dru           1  20    0   440M 84532K select  1   0:06  0.00% kwin
 1427 dru           5  22    0   605M 86412K select  1   0:05  0.00% kdeinit4
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signals, different applications will respond differently.

For example, after changing a web server’s configuration file, the web server needs to be told to re-
read its configuration. Restarting httpd would result in a brief outage period on the web server.
Instead, send the daemon the SIGHUP signal. Be aware that different daemons will have different
behavior, so refer to the documentation for the daemon to determine if SIGHUP will achieve the
desired results.


Killing a random process on the system is a bad idea. In particular, init(8), PID 1, is
special. Running /bin/kill -s KILL 1 is a quick, and unrecommended, way to
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EDITOR The user’s preferred text editor.

PAGER The user’s preferred utility for viewing text one page at a time.

MANPATH
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# echo /usr/local/bin/bash >> /etc/shells

Then, rerun chsh(1).

3.9.2. Advanced Shell Techniques

The UNIX® shell is not just a command interpreter, it acts as a powerful tool which allows users to
execute commands, redirect their output, redirect their input and chain commands together to
improve the final command output. When this functionality is mixed with built in commands, the
user is provided with an environment that can maximize efficiency.

Shl for example:

% cat directory_listing.txt | sort | less
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In that example, the contents of directory_listing.txt will be sorted and the output passed to
less(1). This allows the user to scroll through the output at their own pace and prevent it from
scrolling off the screen.

3.10. Text Editors
Most FreeBSD configuration is done by editing text files, so it is a good idea to become familiar with
ahe most comprehensive documentation on FreeBSD is in the form of manual pages. Nearly every

available arguments. These manuals can be viewed using man:

% man command

where command is the name of the command to learn about. For example, to learn more about
ls(1), type:
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% whatis * |more

3.12.1. GNU Info Files

FreeBSD includes several applications and utilities produced by the Free Software Foundation
(FSF). In addition to manual pages, these programs may include hypertext documents called info
files. These can be viewed using info(1) or, if editors/emacs is installed, the info mode of emacs.

To use info(1), type:

% info

For a brief introduction, type h. For a quick command reference, type ?.

[1] There are a few tasks that cannot be interrupted. For example, if the process is trying to read from a file that is on another
computer on the network, and the other computer is unavailable, the process is said to be uninterruptible. Eventually the process
will time out, typically after two minutes. As soon as this time out occurs the process will be killed.
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Chapter 4. Installing Applications: Packages

the technology that meets your requirements for installing a particular application.

Package Benefits
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• A compressed package tarball is typically smaller than the compressed tarball containing the
source code for the application.

• Packages do not require compilation time. For large applications, such as Firefox, KDE Plasma,
or GNOME, this can be important on a slow system.

• Packages do not require any understanding of the process involved in compiling software on
FreeBSD.

Port Benefits

• Packages are normally compiled with conservative options because they have to run on the
maximum number of systems. By compiling from the port, one can change the compilation
optionp�

The FreeBSD web site maintains an up-to-date searchable list of all the available applications, at
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Ports Portal. The ports can be searched by application name or by software category.

• Dan Langille maintains FreshPorts which provides a comprehensive search utility and also
tracks changes to the applications in the Ports Collection. Registered users can create a
customized watch list in order to receive an automated email when their watched ports are
updated.

• If finding a particular application becomes challenging, try searching a site like SourceForge or

pkg(8)
tarball, install pkg(8) from it, bootstrap the local package database and then proceed to run the
command you originally requested.

More recent versions of pkg(7) understand pkg -N as a test to see if pkg(8) is installed without
triggering the installation, and conversely, pkg bootstrap[-f] to install pkg(8) (or force it to be
reinstalled) without performing any other actions.
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nginx-naxsi-1.22.1,3           Robust and small WWW server (plus NAXSI)
nginx-prometheus-exporter-0.10.0_7 Prometheus exporter for NGINX and NGINX Plus stats
nginx-ultimate-bad-bot-blocker-4.2020.03.2005_1 Nginx bad bot and other things blocker
nginx-vts-exporter-0.10.7_7    Server that scraps NGINX vts stats and export them via
HTTP
p5-Nginx-ReadBody-0.07_1       Nginx embeded perl module to read and evaluate a
request body
p5-Nginx-Simple-0.07_1         Perl 5 module for easy to use interface for Nginx Perl
Module
p5-Test-Nginx-0.30             Testing modules for Nginx C module development
py39-certbot-nginx-2.0.0       NGINX plugin for Certbot
rubyge�„CÇ„�

        libpsl: 0.21.1_4
        libssh2: 1.10.0.3
        libunistring: 1.0

Number of packages to be installed: 9

The process will require 11 MiB more space.
3 MiB to be downloaded

Proceed with this action? [y/N]

The new package and any additional packages that were installed as dependencies can be seen in
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the installed packages list:

# pkg info

The output should be similar to the following:

ca_root_nss-3.83               Root certificate bundle from the Mozilla Project
curl-7.

: used to specify the download directory

The output should be similar to the following:

Updating FreeBSD repository catalogue...
FreeBSD repository is up to date.
All repositories are up to date.
The following packages will be fetched:

New packages to be FETCHED:
        nginx-lite: 1.22.1,3 (342 KiB: 22.20% of the 2 MiB to download)
        pcre: 8.45_3 (1 MiB: 77.80% of the 2 MiB to download)

Number of packages to be fetched: 2

The process will require 2 MiB more space.
2 MiB to be downloaded.

Proceed with fetching packages? [y/N]:

To install the downloaded packages pkg-install(8) can be used as follows:
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Version        : 1.19.0
Installed on   : Sat Dec 17 11:05:28 2022 CET
Origin         : ports-mgmt/pkg
Architecture   : FreeBSD:13:amd64
Prefix         : /usr/local
Categories     : ports-mgmt
Licenses       : BSD2CLAUSE
Maintainer     : pkg@FreeBSD.org
WWW            : https://github.com/freebsd/pkg
Comment        : Package manager
Options        :
        DOCS           : on
Shared Libs provided:
        libpkg.so.4
Annotations    :
        FreeBSD_version: 1301000
        repo_type      : binary
        repository     : FreeBSD
Flat size      : 33.2MiB
Description    :
Package management tool

WWW: https://github.com/freebsd/pkg

4.4.8. Upgrading Installed Packages

Installed packages can be upgraded to their latest versions using pkg-upgrade(8):
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Proceed with deinstallation packages? [y/N]: y
[1/1] Deinstalling curl-7.86.0...
[1/1] Deleting files for curl-7.86.0: 100%

4.4.11. Automatically Removing Unused Packages

Removing a package may leave behind dependencies which are no longer required. Unneeded
packages that were installed as dependencies (leaf packages) can be automatically detected and
removed using pkg-autoremove(8):

# pkg autoremove

pkg prime-list is an alias command declared in /usr/local/etc/pkg.conf. There are many others
that can be used to query the package database of the system. For instance, command pkg prime-
origins can be used to get the origin port directory of the list mentioned above:

# pkg prime-origins

141

https://man.freebsd.org/cgi/man.cgi?query=pkg-autoremove&sektion=8&format=html


The output should be similar to the following:

www/nginx
security/openvpn
security/sudo

This list can be used to rebuild all packages installed on a system using build tools such as 

# pkg lock nginx-lite

And to unlock nginx-lite:
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# pkg unlock nginx-lite

4.4.14. Modifying Package Metadata

Software within the FreeBSD Ports Collection can undergo major version number changes. To
address this, pkg has a built-in command to update package origins. This can be useful, for
example, if lang/python3 is renamed to 

tree.

The Ports Collection contains directories for software categories. Inside each category are
subdirectories for individual applications. Each application subdirectory contains a set of files that
tells FreeBSD how to compile and install that program, called a ports skeleton. Each port skeleton
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includes these files and directories:

• Makefile: contains statements that specify how the application should be compiled and where
its components should be installed.

• distinfo: contains the names and checksums of the files that must be d

# make install clean

If the ports tree is not available, or pkg is being used to manage packages, Git can be
installed as a package:

# pkg install git

2. Check out a copy of the HEAD branch of the ports tree:
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make
install at the prompt. Messages will indicate the progress:

# cd /usr/ports/sysutils/lsof
# make install
>> lsof_4.88D.freebsd.tar.gz doesn't seem to exist in /usr/ports/distfiles/.
>> Attempting to fetch from ftp://lsof.itap.purdue.edu/pub/tools/unix/lsof/.
===>  Extracting for lsof-4.88
...
[extraction output snipped]
...
>> Checksum OK for lsof_4.88D.freebsd.tar.gz.
===>  Patching for lsof-4.88.d,8
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options from a menu. To avoid this and do all of the configuration in one batch, run make config-
recursive within the port skeleton. Then, run make install [clean] to compile and install the port.



When using config-recursive, the list of ports to configure are gathered by the all-
depends-list target. It is recommended to run make config-recursive until all
dependent ports options have been defined, and ports options screens no longer
appear, to be certain that all dependency options have been configured.

There are several ways to revisit a port’s build options menu in order to add, remove, or change
these options after a port has been built. One method is to cd into the directory containing the port

# make WRKDIRPREFIX=../ports PREFIX=../local install
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will combine the two.

These can also be set as environmental variables. Refer to the manual page for your shell for
instructions on how to set an environmental variable.

4.5.3. Removing Installed Ports

Installed ports can be uninstalled using pkg delete. Examples for using this command can be found
in the pkg-delete(8) manual page.

Alternately, make deinstall can be run in the port's directory:

# cd /up

# pkg version -l "<"



Before attempting an upgrade, read /usr/ports/UPDATING from the top of the file to
the date closest to the last time ports were upgraded or the system was installed.
This file describes various issues and additional steps users may encounter and
need to perform when updating a port, including such things as file format
changes, changes in locations of configuration files, or any incompatibilities with
previous versions. Make note of any instructions which match any of the ports that
need upgrading and follow these instructions when performing the upgrade.
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===>>> 137 total installed ports
        

# cd /usr/ports/ports-mgmt/portupgrade
# make install clean

Before performing an upgrade using this utility, it is recommended to scan the list of installed ports
using pkgdb -F and to fix all the inconsistencies it reports.

To upgrade all the outdated ports installed on the system, use portupgrade -a. Alternately, include -i
to be asked for confirmation of every individual upgrade:

150

https://man.freebsd.org/cgi/man.cgi?query=portmaster&sektion=8&format=html
https://cgit.freebsd.org/ports/tree/ports-mgmt/portmaster/
https://cgit.freebsd.org/ports/tree/ports-mgmt/portupgrade/




By default, this command is interactive and prompts the user to confirm if a distfile should be
deleted.

In addition to these commands, ports-mgmt/pkg_cutleaves automates the task of removing installed
ports that are no longer needed.

4.6. Building Packages with poudriere
poudriere is a BSD-licensed utility for creating and testing FreeBSD packages. It uses FreeBSD jails to
set up isolated compilation environments. These jails can be used to build packages for versions of
FreeBSD that are different from the system on which it is installed, and also to build packages for
i386 if the host is an amd64 system. Once the packages are built, they are in a layout identical to the
official mirrors. These packages are usable by pkg(8) and other package management tools.

poudriere is installed using the ports-mgmt/poudriere package or port. The installation includes a

[00:02:42] Cleaning up... done
[00:02:42] Recording filesystem state for clean... done
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[00:02:42] Upgrading using ftp
/etc/resolv.conf -> /poudriere/jails/13amd64/etc/resolv.conf
Looking up update.FreeBSD.org mirrors... 3 mirrors found.
Fetching public key from update4.freebsd.org... done.
Fetching metadata signature for 

 used by the build jail.

Packages to be built are entered in 13amd64-local-workstation-pkglist (ports with FLAVORS can be
defined with @FLAVOR):
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editors/emacs
devel/git
devel/php-composer2@php82
ports-mgmt/pkg
...

Options and dependencies for the specified ports are configured:

/usr/local/poudriere/data/packages/13amd64, where 13amd64 is the name of the build.

If the URL to the package repository is: http://pkg.example.com/13amd64, then the repository
configuration file in /usr/local/etc/pkg/repos/custom.conf would look like:

custom: {
    url: "http://pkg.example.com/13amd64",
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make maintainer in the ports skeleton or read the
port’s Makefile to find the maintainer’s email address. Remember to include the output leading
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up to the error in the email to the maintainer.



Some ports are not maintained by an individual but instead by a group
maintainer represented by a mailing list. Many, but not all, of these addresses
look like freebsd-listname@FreeBSD.org. Please take this into account when
sending an email.

In particular, ports maintained by ports@FreeBSD.org are not maintained by a
specific individual. Instead, any fixes and support come from the general
community who subscribe to that mailing list. More volunteers are always
needed!

If there is no response to the email, use Bugzilla to submit a bug report using the instructions in
Writing FreeBSD Problem Reports.

3. Fix it! The Porter’s Handbook includes detailed information on the ports infrastructure so that
you can fix the occasional broken port or even submit your own!

4. Install the package instead of the port using the instructions in Using pkg for Binary Package
Management.
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5.2.1. Intel® Graphics

The graphics/drm-kmod package indirectly provides a range of kernel modules for use with Intel®
Graphics. Recent versions of these modules can be used in conjunction with other graphics
processors in PRIME with no special configuration.

The Intel® Graphics driver can be installed by executing the following command:
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Table 9. Supported versions of NVIDIA® Graphics drivers

Port Module Supported hardware

graphics/nvidia-drm-kmod

they must be used with the legacy sc(4) console driver, and a x11/xorg-server version prior to 1.20.

Enable them in /etc/rc.conf with the following command:

# sysrc kld_list+=nvidia
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5.5.1. X.org Configuration Files

Historically, the X.org server was configured with files in /usr/local/etc/X11/. This is still supported
for edge cases, but conflicts with dynamic autoconfiguration.

Do not create configuration for the X.org server in xorg.conf or run Xorg -configure unless
automatic configuration fails.

X.org server looks in several directories for configuration files. /usr/local/etc/X11/ is the
recommended

/usr/local/etc/X11/xorg.conf.d/20-intel.conf

Section "Device"
    Identifier "Card0"
    Driver     "intel"
EndSection

To configure the AMD® driver in a configuration file:

Example 15. Select AMD® Graphics Driver in a File

/usr/local/etc/X11/xorg.conf.d/20-radeon.conf

Section "Device"
    Identifier "Card0"
    Driver     "radeon"
EndSection
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To configure the NVIDIA® driver in a configuration file:

Example 16. Select NVIDIA® Graphics Driver in a File

/usr/local/etc/X11/xorg.conf.d/20-nvidia.conf

Section "Device"
    Identifier "Card0"
    Driver     "nvidia-modeset"
EndSection


x11/nvidia-xconfig can also be used to perform basic control over configuration
options available in the NVIDIA driver.

To configure the SCFB driver in a configuration file:

Example 17. Select SCFB Graphics Driver in a File

s can be displayed by executing:

% pciconf -lv | grep -B3 display

The output should be similar to the following:
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vgapci0@pci0:0:2:0:     class=0x030000 rev=0x0c hdr=0x00 vendor=0x8086 device=0x46a6
subvendor=0x1028 subdevice=0x0b29
    vendor     = 'Intel Corporation'
    device     = 'Alder Lake-P GT2 [Iris Xe Graphics]'
    class      = display
--
vgapci0@pci0:1:0:0:     class=0x030200 rev=0xa1 hdr=0x00 vendor=0x10de device=0x25b9

 to communicate with the monitor and detect the supported resolutions and refresh rates. Then
it selects the most appropriate combination of settings to use with that monitor.

Other resolutions supported by the monitor can be selected atomically after the X server has been
started with xrandr(1), or in the X.org server configuration files.

5.5.3.1. Using RandR (Resize and Rotate)

Run xrandr(1) in an X session without any parameters to see a list of video outputs and detected
monitor modes:

% xrandr

The output should be similar to the following:
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% xrandr --output LVDS-1 --mode 1280x720 --rate 60


Oftentimes, a black screen upon starting X can be fixed by adding an xrandr --auto
step to the initialization process.

5.5.3.2. Using the X.org Configuration Files

The monitor configuration can also be set in a configuration file.

To set a screen resolution of 1024x768 in a configuration file:
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Example 20. Set Screen Resolution in a File

Its output should be similar to the following:

⎡ Virtual core pointer                      id=2    [master pointer  (3)]
⎜   ↳ Virtual core XTEST pointer                id=4    [slave  pointer  (2)]
⎜   ↳ System mouse                              id=7    [slave  pointer  (2)]
⎜   ↳ VEN_0488:00 0488:1031 Mouse               id=11   [slave  pointer  (2)]
⎜   ↳ VEN_0488:00 0488:1031 TouchPad            id=12   [slave  pointer  (2)]
⎣ Virtual core keyboard                     id=3    [master keyboard (2)]
    ↳ Virtual core XTEST keyboard               id=5    [slave  keyboard (3)]
    ↳ System keyboard multiplexer               id=6    [slave  keyboard (3)]
    ↳ Power Button                              id=8    [slave  keyboard (3)]
    ↳ Sleep Button                              id=9    [slave  keyboard (3)]
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The FreeBSD Ports Collection includes a wide and growing catalog of free, high quality fonts
available for installation in the x11-fonts catagory.

System-wide font packages installed from the ports collection live in /usr/local/share/fonts/. Fonts
for a single user can be placed in ~/.fonts/, or ~/.local/share/fonts/.

Fonts in either directory or subdirectories will be available for immediate use when the font
information cache is rebuilt. To trigger this manually, issue:

% xset fp+ /usr/local/share/fonts/TrueType
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% xset fp rehash

or add a FontPath line to xorg.conf.

Now Gimp, LibreOffice, and all of the other X applications should now recognize the installed
TrueType® fonts. Extremely small fonts (as with text in a high resolution display on a web page)
and extremely large fonts (within LibreOffice) will look much better now.

5.6.2. Type1 Fonts

The URW font collection (x11-fonts/urwfonts

To control which fonts are anti-aliased, or to configure anti-aliasing properties, create (or edit, if it
already exists) the file /usr/local/etc/fonts/local.conf. Several advanced features of the Xft font
system can be tuned using this file; this section describes only some simple possibilities. For more
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details, please see fonts-conf(5).

This file must be in XML format. Pay careful attention to case, and make sure all tags are properly
closed. The file begins with the usual XML header followed by a DOCTYPE definition, and then the
<fontconfig> tag:

<?xml version="1.0"?>
      <!DOCTYPE fontconfig SYSTEM "fonts.dtd">

    <match target="font">
        <test name="size" compare="less">
        <double>14</double>
        </test>
        <edit name="antialias" mode="assign">
        <bool>false</bool>
        </edit>
    </match>
    <match target="font">
        <test name="pixelsize" compare="less" qual="any">
        <double>14</double>
        </test>
        <edit mode="assign" name="antialias">
        <bool>false</bool>
        </edit>
    </match>

Spacing for some monospaced fonts might also be inappropriate with anti-aliasing. This seems to be
an issue with KDE, in particular. One possible fix is to force the spacing for such fonts to be 100.
Add these lines:
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. This file
uses the same XML format described above.
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One last point: with an LCD screen, sub-pixel sampling may be desired. This basically treats the
(horizontally separated) red, green and blue components separately to improve the horizontal
resolution; the results can be dramatic. To enable this, add the line somewhere in local.conf:

     <match target="font">
         <test qual="all" name="rgba">
         <const>unknown</const>
         </test>
         <edit name="rgba" mode="assign">
         <const>rgb</const>
         </edit>
     </match>


Depending on the sort of display, rgb may need to be changed to bgr, vrgb or vbgr:
experiment and see which works best.
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Chapter 6. Wayland on FreeBSD

6.1. Synopsis
An installation of FreeBSD using bsdinstall does not automatically install a graphical user interface.
This chapter describes how to select, install, and configure a Wayland compositor, which provides a
graphical environment.

Before reading this chapter, you should:

• Know how to install additional third-party software.

• How to identify and configure drivers for your graphics hardware.

After reading this chapter, you will know:

• How to configure FreeBSD to host a Wayland graphical environment.

• How to install and configure a Wayland compositor.

• How to run programs designed for the older X Window System.

• How to configure remote desktop access to a Wayland graphical environment.

6.2. Wayland Overview
Wayland is a communication protocol that can replace a display server such as Xorg. It differs from
Xorg in several important ways. First, Wayland is only a protocol that acts as an intermediary
between clients using a mechanism which removes the dependency on an X server. Xorg includes
both the X11 protocol, used to run remote displays, and the X server, used to accept connections
and display windows. Under Wayland, the compositor or window manager provides the display
server instead of a traditional X server.

Since Wayland is not an X server, traditional X screen connections will need to utilize other
methods such as VNC or RDP for remote desktop management. Second, Wayland can manage
composite communications between clients and a compositor as a separate entity which does not
need to support the X protocols.

Wayland is relatively new, and not all software has been updated to run natively without Xwayland
support. Because Wayland does not provide the X server, and expects compositors to provide that
support, X11 window managers that do not yet support Wayland will require that Xwayland is not
started with the -rootless parameter. The -rootless parameter, when removed, will restore X11
window manager support.


The current NVIDIA® driver should work with most wlroots compositors, but it
may be a little unstable and not support all features at this time. Volunteers to help
work on the NVIDIA® DRM are requested.

Currently, a lot of software will function with minimal issues on Wayland, including Firefox. And a
few desktops are also available, such as the Compiz Fusion replacement, known as Wayfire, and the
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i3 window manager replacement, Sway.



As of May, 2021, plasma5-kwin does support Wayland on FreeBSD. To use Plasma
under Wayland, use the startplasma-wayland parameter to ck-launch-session and
tie in dbus with: dbus-launch --exit-with-x11 ck-launch-session startplasma-
wayland to get it working.

For compositors, a kernel supporting the evdev(4) driver must exist to utilize the keybinding
functionality. This is built into the GENERIC kernel by default; however, if it has been customized
and evdev(4) support was stripped out, the evdev(4) module will need to be loaded. In addition,
users of Wayland will need to be members of the video group. To quickly make this change, use the pw
command:

pw groupmod video -m user

Installing Wayland is simple; there is not a great deal of configuration for the protocol itself. Most of
the composition will depend on the chosen compositor. By installing seatd now, a step is skipped as
part of the compositor installation and configuration as seatd is needed to provide non-root access
to certain devices.

All of the compositors described here should work with graphics/drm-kmod open source drivers;
however, the NVIDIA® graphics cards may have issues when using the proprietary drivers. Begin
by installing the following packages:

# pkg install wayland seatd

Once the protocol and supporting packages have been installed, a compositor must create the user
interface. Several compositors will be covered in the following sections. All compositors using
Wayland will need a runtime directory defined in the environment. Since FreeBSD 14.1, this is
created and defined automatically. For previous versions, this is achieved with the following
command in the bourne shell:

% export XDG_RUNTIME_DIR=/var/run/user/`id -u`

It is important to note that most compositors will search the XDG_RUNTIME_DIR directory for the
configuration files. In the examples included here, a parameter will be used to specify a
configuration file in ~/.config to keep temporary files and configuration files separate. It is
recommended that an alias be configured for each compositor to load the designated configuration
file.



It has been reported that ZFS users may experience issues with some Wayland
clients because they need access to posix_fallocate() in the runtime directory.
While the author could not reproduce this issue on their ZFS system, a
recommended workaround is not to use ZFS for the runtime directory and instead
use tmpfs for the /var/run directory. In this case, the tmpfs file system is used for
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/var/run and mounted through the command mount -t tmpfs tmpfs /var/run
command and then make this change persist across reboots through /etc/fstab. The
XDG_RUNTIME_DIR environment variable could be configured to use
/var/run/user/$UID and avoid potential pitfalls with ZFS. Consider that scenario
when reviewing the configuration examples in the following sections.

The seatd daemon helps manage access to shared system devices for non-root users in compositors;
this includes graphics cards. For traditional X11 managers, seatd is not needed, such as both Plasma
and GNOME, but for the Wayland compositors discussed here, it will need enabled on the system
and be running before starting a compositor environment. To enable and start the seatd daemon
now, and on system initialization:

# sysrc seatd_enable="YES"
# service seatd start

Afterward, a compositor, which is similar to an X11 desktop, will need to be installed for the GUI
environment. Three are discussed here, including basic configuration options, setting up a screen
lock, and recommendations for more information.

6.3. The Wayfire Compositor
Wayfire is a compositor that aims to be lightweight and customizable. Several features are
available, and it brings back several elements from the previously released Compiz Fusion desktop.
All of the parts look beautiful on modern hardware. To get Wayfire up and running, begin by
installing the required packages:

# pkg install wayfire wf-shell alacritty swaylock-effects swayidle wlogout kanshi mako
wlsunset

The alacritty package provides a terminal emulator. Still, it is not completely required as other
terminal emulators such as kitty, and XFCE-4 Terminal have been tested and verified to work under
the Wayfire compositor. Wayfire configuration is relatively simple; it uses a file that should be
reviewed for any customizations. To begin, copy the example file over to the runtime environment
configuration directory and then edit the file:

% mkdir ~/.config/wayfire
% cp /usr/local/share/examples/wayfire/wayfire.ini ~/.config/wayfire

The defaults for most users should be fine. Within the configuration file, items like the famous cube
are pre-configured, and there are instructions to help with the available settings. A few primary
settings of note include:

[output]
mode = 1920x1080@60000
position = 0,0
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transform = normal
scale = 1.000000

In this example, from the configuration file, the screen’s output should be the listed mode at the
listed hertz. For example, the mode should be set to widthxheight@refresh_rate. The position places
the output at a specific pixel location specified. The default should be fine for most users. Finally,
transform sets a background transform, and scale will scale the output to the specified scale factor.
The defaults for these options are generally acceptable; for more information, see the
documentation.

As mentioned, Wayland is new, and not all applications work with the protocol yet. At this time,
sddm does not appear to support starting and managing compositors in Wayland. The swaylock
utility has been used instead in these examples. The configuration file contains options to run
swayidle and swaylock for idle and locking of the screen.

This option to define the action to take when the system is idle is listed as:

idle = swaylock

And the lock timeout is configured using the following lines:

[idle]
toggle = <super> KEY_Z
screensaver_timeout = 300
dpms_timeout = 600

The first option will lock the screen after 300 seconds, and after another 300, the screen will shut
off through the dpms_timeout option.

One final thing to note is the <super> key. Most of the configuration mentions this key, and it is the
traditional Windows key on the keyboard. Most keyboards have this super key available; however, it
should be remapped within this configuration file if it is not available. For example, to lock the
screen, press and hold the super key, the shift  key, and press the escape  key. Unless the mappings
have changed, this will execute the swaylock application. The default configuration for swaylock
will show a grey screen; however, the application is highly customizable and well documented. In
addition, since the swaylock-effects is the version that was installed, there are several options
available such as the blur effect, which can be seen using the following command:

% swaylock --effect-blur 7x5

There is also the --clock parameter which will display a clock with the date and time on the lock
screen. When x11/swaylock-effects was installed, a default pam.d configuration was included. It
provides the default options that should be fine for most users. More advanced options are
available; see the PAM documentation for more information.

At this point, it is time to test Wayfire and see if it can start up on the system. Just type the following
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command:

% wayfire -c ~/.config/wayfire/wayfire.ini

The compositor should now start and display a background image along with a menu bar at the top
of the screen. Wayfire will attempt to list installed compatible applications for the desktop and
present them in this drop-down menu; for example, if the XFCE-4 file manager is installed, it will
show up in this drop-down menu. If a specific application is compatible and valuable enough for a
keyboard shortcut, it may be mapped to a keyboard sequence using the wayfire.ini configuration
file. Wayfire also has a configuration tool named Wayfire Config Manager. It is located in the drop-
down menu bar but may also be started through a terminal by issuing the following command:

% wcm

Various Wayfire configuration options, including the composite special effects, maybe enabled,
disabled, or configured through this application. In addition, for a more user-friendly experience, a
background manager, panel, and docking application may be enabled in the configuration file:

panel = wf-panel
dock = wf-dock
background = wf-background


Changes made through wcm will overwrite custom changes in the wayfire.ini
configuration file. The wayfire.ini file is highly recommended to be backed up so
any essential changes may be restored.

Finally, the default launcher listed in the wayfire.ini is x11/wf-shell which may be replaced with
other panels if desired by the user.

6.4. The Hikari Compositor
The Hikari compositor uses several concepts centered around productivity, such as sheets,
workspaces, and more. In that way, it resembles a tiling window manager. Breaking this down, the
compositor starts with a single workspace, which is similar to virtual desktops. Hikari uses a single
workspace or virtual desktop for user interaction. The workspace is made up of several views,
which are the working windows in the compositor grouped as either sheets or groups. Both sheets
and groups are made up of a collection of views; again, the windows that are grouped together.
When switching between sheets or groups, the active sheet or group will become known
collectively as the workspace. The manual page will break this down into more information on the
functions of each but for this document, just consider a single workspace utilizing a single sheet.
Hikari installation will comprise of a single package, x11-wm/hikari, and a terminal emulator
alacritty:

# pkg install hikari alacritty
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
Other shells, such as kitty or the Plasma Terminal, will function under Wayland.
Users should experiment with their favorite terminal editor to validate
compatibility.

Hikari uses a configuration file, hikari.conf, which could either be placed in the XDG_RUNTIME_DIR
or specified on startup using the -c parameter. An autostart configuration file is not required but
may make the migration to this compositor a little easier. Beginning the configuration is to create
the Hikari configuration directory and copy over the configuration file for editing:

b  key on the keyboard
will start the web browser. The compositor does not have a menu bar, and it is recommended the
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user set up, at minimal, a terminal emulator before migration. The manual page contains a great
deal of documentation it should be read before performing a full migration. Another positive aspect
about Hikari is that, while migrating to the compositor, Hikari can be started in the Plasma and
GNOME desktop environments, allowing for a test-drive before completely migrating.

Locking the screen in Hikari is easy because a default pam.d configuration file and unlock utility
are bundled with the package. The key binding for locking the screen is L

cp /usr/local/etc/sway/config ~/.config/sway

The base configuration file has many defaults, which will be fine for most users. Several important
changes should be made like the following:

# Logo key. Use Mod1 for Alt.
input * xkb_rules evdev
set $mod Mod4
# Your preferred terminal emulator
set $term alacritty
set $lock swaylock -f -c 000000
output "My Workstation" mode 1366x768@60Hz position 1366 0
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output * bg ~/wallpapers/mywallpaper.png stretch
### Idle configuration
exec swayidle -w \

issue the following command:

% sway -c ~/.config/sway/config

6.6. Using Xwayland
When installing Wayland, the Xwayland binary should have been installed unless Wayland was built
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without X11 support. If the /usr/local/bin/Xwayland file does not exist, install it using the following
command:

WAYLAND_DISPLAY=wayland-1
DISPLAY=:0

In this output, there is a default Wayland display and a display set for the Xwayland server. Another
method to verify that Xwayland is functioning properly is to use install and test the small
package:[x11/eyes] and check the output. If the xeyes application starts and the eyes follow the
mouse pointer, Xwayland is functioning properly. If an error such as the following is displayed,
something happened during the Xwayland initialization and it may need reinstalled:

Error: Cannot open display wayland-0

 A security feature of Wayland is that, without running an X server, there is not
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# pkg install ly

There will be some configuration hints presented, the import steps are to add the following lines to
/etc/gettytab:

Ly:\
  :lo=/usr/local/bin/ly:\
  :al=root:

And then modify the ttyv1 line in /etc/ttys to match the following line:

ttyv1 "/usr/libexec/getty Ly" xterm onifexists secure

After a system reboot, a login should appear. To configure specific settings, such as language and

mkdir ~/.config/lavalauncher
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An example configuration file that only includes Firefox, and is placed on the right, is below:

global-settings {
    watch-config-file = true;
}

bar {
    output            = eDP-1;
    position          = bottom;
    background-colour = "#202020";

    # Condition for the default configuration set.
    condition-resolution = wider-than-high;

    config {
        position = right;
    }

    button {
        image-path          =
/usr/local/lib/firefox/browser/chrome/icons/default/default48.png;
        command[mouse-left] =     /usr/local/bin/firefox;
    }
    button {
      image-path           =   /usr/local/share/pixmaps/thunderbird.png;
      command[mouse-left]  =   /usr/local/bin/thunderbird;
}
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Chapter 7. Network

7.1. Synopsis
This chapter delves into the topic of network configuration and performance, showcasing the
robust networking capabilities of the FreeBSD operating system. Whether working with wired or
wireless networks, this chapter provides a comprehensive guide to configuring and optimizing
network connectivity in FreeBSD.

Before diving into the details, it is beneficial for readers to have a basic understanding of
networking concepts such as protocols, network interfaces, and addressing.

This chapter covers:

• The ability to configure wired networks in FreeBSD, including network interface setup,
addressing, and customization options.

• The skills to configure wireless networks in FreeBSD, encompassing wireless network interface
setup, security protocols, and troubleshooting techniques.

7.2.1. Identify Network Adapters

FreeBSD supports a wide variety of network adapters for both wired and wireless networks. Check
the Hardware Compatibility List for the used FreeBSD release  to see if the network adapter is
supported.
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To get the network adapters used by our system execute the following command:

% pciconf -lv | grep -A1 -B3 network

The output should be similar to the following:

 is the first network interface card (NIC) on the system using the em(4) driver.
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To display the network interface configuration, enter the following command:

% ifconfig

The output should be similar to the following:

em0: flags=8863<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
 
options=481249b<RXCSUM,TXCSUM,VLAN_MTU,VLAN_HWTAGGING,VLAN_HWCSUM,LRO,WOL_MAGIC,VLAN_H
WFILTER,NOMAP>
        ether 00:1f:16:0f:27:5a

00:1f:16:0f:27:5a.

7. The physical media selection is on autoselection mode (media: Ethernet autoselect (1000baseT
<full-duplex>)).

8. The status of the link (status) is active, indicating that the carrier signal is detected. For em0, the
status: no carrier status is normal when an Ethernet cable is not plugged into the interface.
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If the ifconfig(8) output had shown something similar to the next output it would indicate the
interface has not been configured:

 and routing executing the following command:

# service netif restart && service routing restart
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The connection can be tested using ping(8):
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# sysrc background_dhclient="YES"

Then restart netif executing the following command:

# service netif restart

The connection can be tested using ping(8):

with IPv4, which required every allocated block of IPv4 addresses to be exchanged between
Internet routers, causing their routing tables to become too large to allow efficient routing.

• Address autoconfiguration (RFC4862).

• Mandatory multicast addresses.

• Built-in IPsec (IP security).

• Simplified header structure.

• Support for mobile IP.

• IPv6-to-IPv4 transition mechanisms.

FreeBSD includes the KAME project IPv6 reference implementation and comes with everything
needed to use IPv6.
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# sysrc ifconfig_em0_alias0="inet6 2001:db8:4672:6565::a anycast"

Keep in mind that the applications can’t bind to anycast addresses; in that case you need to use an
alias address instead.

7.3.5. Configuring Dynamic IPv6 Address

To dynamically configure the IPv6 address of the interface using SLAAC, execute the following
commands:

# sysrc ifconfig_em0_ipv6="inet6 accept_rtadv"
# sysrc rtsold_enable="YES"

Note that when IPv6 packet forwarding is enabled (i.e., ipv6_gateway_enable=YES), the system will
not configure a SLAAC address unless the 

/etc/rtadvd.conf as seen in this example:

em0:\
    :addrs#1:addr="2001:db8:1f11:246::":prefixlen#64:tc=ether:

Replace em0 with the interface to be used and 2001:db8:1f11:246:: with the prefix of the allocation.

For a dedicated /64 subnet, nothing else needs to be changed. Otherwise, change the prefixlen# to
the correct value.

7.3.7. IPv6 and IPv4 Address mapping

When IPv6 is enabled on a server, there may be a need to enable IPv4 mapped IPv6 address
communication. This compatibility option allows for IPv4 addresses to be represented as IPv6
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network={

# ifconfig wlan0 regdomain etsi2 country AT

To persist the settings, add it to /etc/rc.conf:

# sysrc create_args_wlan0="country AT regdomain etsi2"
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7.4.3. Scan Wireless Networks

Available wireless networks can be scanned using ifconfig(8).

To list the wireless networks execute the following command:

# ifconfig wlan0 up list scan

The output should be similar to the following:

/etc/wpa_supplicant.conf as in
the following example:
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network={
        scan_ssid=1 ①
        ssid="FreeBSD" ②
        psk="12345678" ③
}

① SSID scan technique. Only need to use this option if the network is hidden.

② Network name.

.

7.4.4.2. Authenticate with Open Networks


It is important that the user is very careful when connecting to open networks
without any kind of authentication.

Once the wireless network scan is done and the SSID of the wireless network is selected, execute
the following command:

# ifconfig wlan0 ssid SSID

And then execute dhclient(8) to get the address configured:

# dhclient wlan0
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 and nsswitch.conf(5)
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Unless otherwise stated in the /etc/nsswitch.conf file, FreeBSD will look at the addresses in the
/etc/hosts file and then the DNS information in the /etc/resolv.conf file.



The nsswitch.conf(5) file specifies how the nsdispatch (name-service switch
dispatcher) should operate.

Search list for hostname lookup. This is
normally determined by the domain of the local
hostname.

domain The local domain name.

A typical /etc/resolv.conf looks like this:
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search example.com
nameserver 147.11.1.11
nameserver 147.11.100.30

 Only one of the search and 

 messages occur if the system is unable to route a packet to the destination host.
This can happen if no default route is specified or if a cable is unplugged. Check the output of
netstat -rn and make sure there is a valid route to the host. If there is not, read Gateways and
Routes.
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ping: sendto: Permission denied error messages are often caused by a misconfigured firewall. If a
firewall is enabled on FreeBSD but no rules have been defined, the default policy is to deny all

• There are many lower-level debugging tools. Debugging messages can be enabled in the 802.11
protocol support layer using wlandebug(8).
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Part II: Common Tasks
Now that the basics have been covered, this part of the book discusses some frequently used
features of FreeBSD. These chapters:

• Introduce popular and useful desktop applications: browsers, productivity tools, document
viewers, and more.

• Introduce a number of multimedia tools available for FreeBSD.

• Explain the process of building a customized FreeBSD kernel to enable extra functionality.

• Describe the print system in detail, both for desktop and network-connected printer setups.

• Show how to run Linux applications on the FreeBSD system.

Some of these chapters recommend prior reading, and this is noted in the synopsis at the beginning
of each chapter.
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Chapter 8. Desktop Environments

8.1. Synopsis
While FreeBSD is popular as a server for its performance and stability, it is also well suited for day-
to-day use as a desktop. With over 36000 applications available in the FreeBSD ports tree, it is
straightforward to build a customized desktop that can run a wide variety of desktop applications.
This chapter demonstrates how to install popular desktop environments as well as desktop
applications such as web browsers, productivity software, document viewers, and financial
software.

Prerequisites:

• Readers of this chapter should already understand how to install either the X Window System

. For FreeBSD-specific information, consult the FreeBSD
homepage at KDE.

8.2.1.1. Install KDE Plasma meta package

To install the KDE Plasma meta package with KDE Frameworks, Plasma Desktop and Applications
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execute:

# pkg install kde

8.2.1.2. Minimal KDE Plasma installation

To install a minimal KDE Plasma execute:

# pkg install plasma6-plasma



This installation is really minimal. Konsole must be installed separately executing:

# pkg install konsole

8.2.1.3. Configure KDE Plasma

KDE Plasma uses dbus-daemon(1) for a message bus and hardware abstraction. This application is
automatically installed as a dependency of KDE Plasma.

Enable D-BUS service in /etc/rc.conf to start at system boot:

# sysrc dbus_enable="YES"

KDE Plasma requires larger message sizes for optimal performance.

Add the following lines to sysctl.conf(5):

sysctl net.local.stream.recvspace=65536
sysctl net.local.stream.sendspace=65536

To apply the change, either run the following command as root or simply reboot the system:

# sysctl -f /etc/sysctl.conf

8.2.1.4. Start KDE Plasma

The preferred KDE Plasma display manager is x11/sddm. To install x11/sddm, execute:

# pkg install sddm

Enable SDDM service in /etc/rc.conf to start at system boot:
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# sysrc sddm_enable="YES"

The keyboard language can be set in SDDM by running the following command (for Spanish, for
example):

# sysrc sddm_lang="es_ES"

A second method to start KDE Plasma is by manually invoking startx(1). For this to work, the
following line is needed in ~/.xinitrc:

% echo "exec dbus-launch --exit-with-x11 ck-launch-session startplasma-x11" >
~/.xinitrc

8.2.2. GNOME

GNOME is a user-friendly desktop environment. It includes a panel for starting applications and
displaying status, a desktop, a set of tools and applications, and a set of conventions that make it
easy for applications to cooperate and be consistent with each other.

8.2.2.1. Install GNOME meta package

To install the GNOME meta package with GNOME Desktop and Applications, execute:

# pkg install gnome

8.2.2.2. Minimal GNOME installation

To install the GNOME-lite meta package with a GNOME desktop slimmed down for only the basics,
execute:

# pkg install gnome-lite

8.2.2.3. Configure GNOME

GNOME requires /proc to be mounted. Add this line to /etc/fstab to mount this file system
automatically during system startup:

# Device                Mountpoint      FStype  Options         Dump    Pass#
proc                    /proc           procfs  rw              0       0

GNOME uses dbus-daemon(1) for a message bus and hardware abstraction. This application is
automatically installed as a dependency of GNOME.
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Enable D-BUS service in /etc/rc.conf to start at system boot:

# sysrc dbus_enable="YES"

8.2.2.4. Start GNOME

GNOME Display Manager is the preferred display manager for GNOME. GDM is installed as part of
the GNOME package.

Enable GDM in /etc/rc.conf to start at system boot:

# sysrc gdm_enable="YES"

A second method to start GNOME is by manually invoking startx(1). For this to work, the following
line is needed in ~/.xinitrc:

% echo "exec gnome-session" > ~/.xinitrc

8.2.3. XFCE

XFCE is a desktop environment based on the GTK+, lightweight and provides a simple, efficient,
easy-to-use desktop. It is fully configurable, has a main panel with menus, applets, and application
launchers, provides a file manager and sound manager, and is themeable. Since it is fast, light, and
efficient, it is ideal for older or slower machines with memory limitations.

8.2.3.1. Install XFCE

To install the XFCE meta package, execute:

# pkg install xfce

8.2.3.2. Configure XFCE

XFCE uses dbus-daemon(1) for a message bus and hardware abstraction. This application is
automatically installed as a dependency of XFCE.

Enable D-BUS in /etc/rc.conf to start at system boot:

# sysrc dbus_enable="YES"

8.2.3.3. Start XFCE

x11/lightdm is a display manager that supports different display technologies and is a good choice
as it is very lightweight, requires little memory usage, and has fast performance.
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To install it, execute:

# pkg install lightdm lightdm-gtk-greeter

Enable lightdm in /etc/rc.conf to start at system boot:

# sysrc lightdm_enable="YES"

A second method to start XFCE is by manually invoking startx(1). For this to work, the following line
is needed in ~/.xinitrc:

% echo '. /usr/local/etc/xdg/xfce4/xinitrc' > ~/.xinitrc

8.2.4. MATE

The MATE Desktop Environment is the continuation of GNOME 2. It provides an intuitive and
attractive desktop environment using traditional metaphors.

8.2.4.1. Install MATE meta package

To install the MATE meta package that includes the MATE Desktop with some extra applications
such as text editor, archiver manager, etc., execute:

# pkg install mate

8.2.4.2. Minimal MATE installation

To install the MATE lite meta package with MATE desktop slimmed down for only the basics,
execute:

# pkg install mate-base

8.2.4.3. Configure MATE

MATE requires /proc to be mounted. Add this line to /etc/fstab to mount this file system
automatically during system startup:

# Device                Mountpoint      FStype  Options         Dump    Pass#
proc                    /proc           procfs  rw              0       0

MATE uses dbus-daemon(1) for a message bus and hardware abstraction. This application is
automatically installed as a dependency of MATE. Enable D-BUS in /etc/rc.conf to start at system
boot:
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# sysrc dbus_enable="YES"

8.2.4.4. Start MATE

x11/lightdm is a display manager that supports different display technologies and is a good choice
as it is very lightweight, requires little memory usage, and has fast performance.

To install it, execute:

# pkg install lightdm lightdm-gtk-greeter

Enable lightdm in /etc/rc.conf to start at system boot:

# sysrc lightdm_enable="YES"

A second method to start MATE is by manually invoking startx(1). For this to work, the following
line is needed in ~/.xinitrc:

% echo "exec dbus-launch --exit-with-x11 ck-launch-session mate-session" > ~/.xinitrc

8.2.5. Cinnamon

Cinnamon is a UNIX® desktop which provides advanced innovative features and a traditional user
experience. The desktop layout is similar to Gnome 2. The underlying technology is forked from
Gnome Shell. The emphasis is put on making users feel at home and providing them with an easy to
use and comfortable desktop experience.

8.2.5.1. Install Cinnamon

To install the Cinnamon package, execute:

# pkg install cinnamon

8.2.5.2. Configure Cinnamon

Cinnamon requires /proc to be mounted. Add this line to /etc/fstab to mount this file system
automatically during system startup:

# Device                Mountpoint      FStype  Options         Dump    Pass#
proc                    /proc           procfs  rw              0       0

Cinnamon uses dbus-daemon(1) for a message bus and hardware abstraction. This application is
automatically installed as a dependency of Cinnamon. Enable D-BUS in /etc/rc.conf to start at
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system boot:

# sysrc dbus_enable="YES"

8.2.5.3. Start Cinnamon

x11/lightdm is a display manager that supports different display technologies and is a good choice
as it is very lightweight, requires little memory usage, and has fast performance.

To install it execute:

# pkg install lightdm lightdm-gtk-greeter

Enable lightdm in /etc/rc.conf to start at system boot:

# sysrc lightdm_enable="YES"

A second method to start Cinnamon is by manually invoking startx(1). For this to work, the
following line is needed in ~/.xinitrc:

% echo "exec dbus-launch --exit-with-x11 ck-launch-session cinnamon-session" >
~/.xinitrc

8.2.6. LXQT

LXQt is an advanced, easy-to-use, and fast desktop environment based on Qt technologies. It has
been tailored for users who value simplicity, speed, and an intuitive interface. Unlike most desktop
environments, LXQt also works fine with less powerful machines.

8.2.6.1. Install LXQT

To install the LXQT meta package, execute:

# pkg install lxqt

8.2.6.2. Configure LXQT

LXQT requires /proc to be mounted. Add this line to /etc/fstab to mount this file system
automatically during system startup:

# Device                Mountpoint      FStype  Options         Dump    Pass#
proc                    /proc           procfs  rw              0       0
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LXQT uses dbus-daemon(1) for a message bus and hardware abstraction. This application is
automatically installed as a dependency of LXQT.

Enable D-BUS in /etc/rc.conf to start at system boot:

# sysrc dbus_enable="YES"

8.2.6.3. Start LXQT

The preferred LXQT display manager is x11/sddm. To install x11/sddm, execute:

# pkg install sddm

Enable SDDM service in /etc/rc.conf to start at system boot:

# sysrc sddm_enable="YES"

The keyboard language can be set in SDDM by running the following command (for example, for
Spanish):

# sysrc sddm_lang="es_ES"

A second method to start LXQT is by manually invoking startx(1). For this to work, the following
line is needed in ~/.xinitrc:

% echo "exec dbus-launch --exit-with-x11 ck-launch-session startlxqt" > ~/.xinitrc

8.3. Browsers
This section describes how to install and configure some popular web browsers on a FreeBSD
system, from full web browsers with high resource consumption to command line web browsers
with reduced resource usage.

Table 12. Supported browsers

Name License Package Resources Needed

Firefox MPL 2.0 www/firefox Heavy

Chromium BSD-3 and others www/chromium Heavy

Iridium browser BSD-3 and others www/iridium-browser Heavy

Falkon MPL 2.0 www/falkon-qtonly Heavy

Konqueror GPL 2.0 or later x11-fm/konqueror Medium
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Name License Package Resources Needed

Gnome Web (Epiphany) GPL 3.0 or later www/epiphany Medium

qutebrowser GPL 3.0 or later www/qutebrowser Medium

Dillo GPL 3.0 or later www/dillo2 Light

Links GPL 2.0 or later www/links Light

w3m MIT www/w3m Light

8.3.1. Firefox

Firefox is an open source browser that features a standards-compliant HTML display engine,
tabbed browsing, popup blocking, extensions, improved security, and more. Firefox is based on the
Mozilla codebase.

To install the package of the latest release version of Firefox, execute:

# pkg install firefox

To instead install Firefox Extended Support Release (ESR) version, execute:

# pkg install firefox-esr

8.3.2. Chromium

Chromium is an open source browser project that aims to build a safer, faster, and more stable web
browsing experience. Chromium features tabbed browsing, popup blocking, extensions, and much
more. Chromium is the open source project upon which the Google Chrome web browser is based.

To install Chromium, execute:

# pkg install chromium


The executable for Chromium is /usr/local/bin/chrome, not
/usr/local/bin/chromium.

8.3.3. Iridium browser

Iridium is a free, open, and libre browser modification of the Chromium code base, with privacy
being enhanced in several key areas. Automatic transmission of partial queries, keywords, metrics
to central services is inhibited and only occurs with consent.

To install Iridium, execute:
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# pkg install iridium-browser

8.3.4. Falkon

Falkon is a new-ish and very fast QtWebEngine browser. It aims to be a lightweight web browser
available on all major platforms. Falkon has all standard functions someone can expect from a web
browser. It includes bookmarks, history (both also in sidebar) and tabs. Beyond that, AdBlock
plugin can block ads, Click2Flash can block Flash content and SSL Manager can edit the local CA
Certificates database.

To install Falkon, execute:

To install qutebrowser, execute:

# pkg install qutebrowser
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8.3.8. Dillo

Dillo aims to be a multiplatform alternative browser that is small, stable, developer-friendly, usable,
fast, and extensible. This new, experimental version of Dillo is based upon FLTK toolkit, rather than
GTK1, and has been substantially rewritten.

To install Dillo, execute:

# pkg install dillo2

8.3.9. Links

A lynx-like web browser with text and graphics modes with many features like displaying tables,
menus, etiH

editors/vim Light

Neovim Apache 2.0 editors/neovim Light
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Name License Package Resources Needed

GNU Emacs GPL 3.0 or later editors/emacs Light

8.4.1. Visual Studio Code

Visual Studio Code is a type of tool that combines the simplicity of a code editor with what
developers need for their core edit-build-debug cycle. It provides comprehensive editing and
dY

Open source, feature-full, plugin extensible IDE for C/C++ and other programming languages. It is
based on KDevPlatform and the KDE and Qt libraries, and it has been under development since
1998.

To install kdevelop, execute:

# pkg install kdevelop

8.4.4. Eclipse IDE

The Eclipse Platform is an open extensible IDE for anything and yet nothing in particular. The
Eclipse Platform provides building blocks and a foundation for constructing and running integrated
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software-development tools. The Eclipse Platform allows tool builders to independently develop
tools that integrate with other people’s tools.

To install Eclipse IDE, execute:

# pkg install neovim

8.4.7. GNU Emacs

GNU Emacs is an extensible, customizable, free/libre text editor. At its core is an interpreter for
Emacs Lisp, a dialect of the Lisp programming language with extensions to support text editing.

To install GNU Emacs, execute:

# pkg install emacs

8.5. Desktop office productivity
When it comes to productivity, users often look for an office suite or an easy-to-use word processor.
While some desktop environments like KDE Plasma provide an office suite, there is no default
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8.5.3. AbiWord

AbiWord is a free word processing program similar in look and feel to Microsoft® Word. It is fast,
contains many features, and is user-friendly.

AbiWord can import or export many file formats, including some proprietary ones like Microsoft®
.rtf.

To install AbiWord, execute:

# pkg install abiword

8.6. Document Viewers
Some new document formats have gained popularity since the advent of UNIX® and the viewers
they require may not be available in the base system. This section demonstrates how to install the
following document viewers:

Table 15. Supported Document Viewers

Zlib graphics/zathura light

8.6.1. Okular

Okular is a universal document viewer, part of the KDE Plasma project.

Okular combines excellent functionality with the versatility of supporting different kind of
documents, like PDF, Postscript, DjVu, CHM, XPS, ePub and others.

To install Okular, execute:

# pkg install okular

8.6.2. Evince

Evince is a document viewer for multiple document formats including PDF and Postscript. Part of
the GNOME project. The goal of evince is to replace document viewers such as ggv and gpdf with a
single, simple application.

To install Evince, execute:

218

https://cgit.freebsd.org/ports/tree/graphics/okular/
https://cgit.freebsd.org/ports/tree/graphics/evince/
https://cgit.freebsd.org/ports/tree/graphics/epdfview/
https://cgit.freebsd.org/ports/tree/graphics/xpdf/
https://cgit.freebsd.org/ports/tree/graphics/zathura/


# pkg install evince

8.6.3. ePDFView

ePDFView is a lightweight PDF document viewer that only uses the Gtk+ and Poppler libraries. The
aim of ePDFView is to make a simple PDF document viewer, similar to Evince but without using the
GNOME libraries.

To install ePDFView, execute:

# pkg install epdfview

8.6.4. Xpdf

For users that prefer a small FreeBSD PDF viewer, Xpdf provides a light-weight and efficient viewer
which requires few resources. It uses the standard X fonts and does not require any additional

can be installed. Some are compatible with widespread file formats, such as the formats used by
Quicken and Excel.

This section covers these programs:

Table 16. Supported Finance programs
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Name License

# pkg install gnucash
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Chapter 9. Multimedia

9.1. Synopsis
The multimedia chapter provides an overview of multimedia support on FreeBSD. Multimedia
applications and technologies have become an integral part of modern computing, and FreeBSD
provides robust and reliable support for a wide range of multimedia hardware and software. This
chapter covers various multimedia components such as audio, video, and image processing. It also
discusses various media formats and codecs, as well as tools and applications for multimedia
creation and playback. Additionally, the chapter covers multimedia system configuration,
troubleshooting, and optimization. Whether you are a multimedia enthusiast or a professional
content creator, FreeBSD offers a robust platform for multimedia work. This chapter aims to help
get the most out of FreeBSD’s multimedia capabilities, providing useful information and practical
examples to help get started.

% dmesg | grep pcm

The output should be similar to the following:

pcm0: <Conexant CX20561 (Hermosa) (Analog 2.0+HP/2.0)> at nid 26,22 and 24 on hdaa0
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pcm1: <Conexant CX20561 (Hermosa) (Internal Analog Mic)> at nid 29 on hdaa0

TUI

9.2.3. Graphics Card Sound

Graphics cards often come with their own integrated sound devices, and it may be unclear which is
being used as the default device. To confirm, run dmesg and look for the pcm entries to identify
how the system is enumerating the outputs. Execute the following command:

% dmesg | grep pcm

The output looks something like this:
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pcm0: <HDA NVIDIA (Unknown) PCM #0 DisplayPort> at cad 0 nid 1 on hdac0
pcm1: <HDA NVIDIA (Unknown) PCM #0 DisplayPort> at cad 1 nid 1 on hdac0
pcm2: <HDA NVIDIA (Unknown) PCM #0 DisplayPort> at cad 2 nid 1 on hdac0
pcm3: <HDA NVIDIA (Unknown) PCM #0 DisplayPort> at cad 3 nid 1 on hdac0
hdac1: HDA Codec #2: Realtek ALC889
pcm4: <HDA Realtek ALC889 PCM #0 Analog> at cad 2 nid 1 on hdac1
pcm5: <HDA Realtek ALC889 PCM #1 Analog> at cad 2 nid 1 on hdac1
pcm6: <HDA Realtek ALC889 PCM #2 Digital> at cad 2 nid 1 on hdac1
pcm7: <HDA Realtek ALC889 PCM #3 Digital> at cad 2 nid 1 on hdac1

The graphics card (NVIDIA®) has been enumerated before the sound card (Realtek®), with the
sound card appearing as pcm4. The system can be configured to use the sound card as the default
device by executing the following command:

# sysctl hw.snd.default_unit=4

/boot/device.hints:

hint.hdac.0.cad0.nid22.config="as=1 seq=15 device=Headphones"
hint.hdac.0.cad0.nid26.config="as=2 seq=0 device=speakers"


Keep in mind that these values are for the example indicated above. They may
vary depending on the system.
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9.2.5. Troubleshooting Sound

Some common error messages and their solutions:

Table 18. Common Error Messages

Error Solution

xxx: can’t open /dev/dsp!

audio/moc TUI

9.3.1. Elisa

Elisa is a music player developed by the KDE community that strives to be simple and nice to use.
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To install Elisa, execute:

MOC plays smoothly, regardless of system or I/O load, because it handles the output buffer in a
separate thread. It does not cause gaps between files, because the next file to be played is pre-
cached while playing the current file.

To install MOC (music on console), execute:

# pkg install moc

9.4. Video players
This section introduces some of the software available from the FreeBSD Ports Collection which can
be used for video playback.

Table 20. Video players packages
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To install VLC, execute:

# pkg install vlc

9.4.4. Kodi (XBMC)

Kodi (formerly known as XBMC) is a free and open source cross-platform media-player and
entertainment hub. It allows users to play and view most videos, music, podcasts, and other digital
media files from local and network storage media and the internet.
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To install Kodi, execute:

cuse(3) at system boot, execute the command:

# sysrc kld_list+=cuse

Once the utilities have been installed the list of available webcams can be shown with webcamd(8):
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 will display the webcam:
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9.5.2. Meetings software status

FreeBSD currently supports the following tools used to carry out videoconferences.

Table 21. Meeting software

Name Firefox status Chromium status Website

Microsoft Teams

available in the FreeBSD Ports Collection.
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9.6.1. Checking the Scanner

Before attempting any configuration it is important to check the scanner is supported by SANE.

With the scanner connected, run the following command to get all connected USB devices:

# usbconfig list

The output should be similar to the following:

ugen4.2: <LITE-ON Technology USB Ne

bDescriptorType = 0x0001
bcdUSB = 0x0200
bDeviceClass = 0x0000  <Probed by interface class>
bDeviceSubClass = 0x0000
bDeviceProtocol = 0x0000
bMaxPacketSize0 = 0x0040
idVendor = 0x03f0
idProduct = 0x8911
bcdDevice = 0x0100
iManufacturer = 0x0001  <HP>
iProduct = 0x0002  <Deskjet 1050 J410 series>
bNumConfigurations = 0x0001

Once the idVendor and the idProduct have been obtained, it is necessary to check in the list of
supported devices of SANE if the scanner is supported by filtering by the idProduct.
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9.6.2. SANE Configuration

SANGF�'@

scanimage(1) which can be used to list the devices and perform an
image acquisition.

Execute scanimage(1) with -L argument to list the scanner devices:

# scanimage -L

The output should be similar to the following:

device `hpaio:/usb/Deskjet_1050_J410_series?serial=XXXXXXXXXXXXXX' is a Hewlett-
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Packard Deskjet_1050_J410_series all-in-one

If scanimage(1) is not able to identify the scanner, this message will appear:

No scanners were identified. If you were expecting something different,
check that the scanner is plugged in, turned on and detected by the
sane-find-scanner tool (if appropriate). Please read the documentation
which came with this software (README, FAQ, manpages).

Once scanimage(1) sees the scanner, the configuration is complete and the scanner is now ready to
use.

To activate the service and have it run at boot execute the following command:

graphics/skanlite

GNOME Simple Scan GPL 3.0 graphics/simple-scan

XSANE GPL 2.0 graphics/xsane

232

https://man.freebsd.org/cgi/man.cgi?query=scanimage&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=scanimage&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=scanimage&sektion=1&format=html


Chapter 10. Configuring the FreeBSD Kernel

10.1. Synopsis
The kernel is the core of the FreeBSD operating system. It is responsible for managing memory,

GENERIC kernel by
omitting unused features and device drivers. This is important because the kernel code remains
resident in physical memory at all times, preventing that memory from being used by
applications. For this reason, a custom kernel is useful on a system with a small amount of RAM.
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• Additional hardware support. A custom kernel can add support for devices which are not
present in the GENERIC kernel.



When building a custom kernel, it is important to note that non-default
configurations are less thoroughly tested than the GENERIC configuration. While
customizing the kernel can provide specific benefits it also increases the risk of
encountering build or runtime issues. Custom kernel configurations are
recommended only for advanced users who have a specific reason for making

GIANT-LOCKED]
psm0: [ITHREAD]
psm0: model Generic PS/2 mouse, device ID 0
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Since this hardware exists, this driver should not be removed from a custom kernel configuration
file.

If the output of dmesg does not display the results of the boot probe output, instead read the contents
of /var/run/dmesg.boot.

Another tool for finding hardware is pciconf(8), which provides more verbose output. For example:

. Instead, copy the file to a different name and make edits to the copy.
The convention is to use a name with all capital letters. When maintaining multiple FreeBSD
machines with different hardware, it is a good idea to name it after the machine’s hostname. This
example creates a copy, named MYKERNEL, of the GENERIC configuration file for the amd64
architecture:
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# cd /usr/src/sys/amd64/conf

include directive is available for use in configuration files. This allows another configuration file
to be included in the current one, making it easy to maintain small changes relative to an existing
file. If only a small number of additional options or drivers are required, this allows a delta to be
maintained with respect to GENERIC, as seen in this example:

include GENERIC
ident MYKERNEL

options         IPFIREWALL
options         DUMMYNET
options         IPFIREWALL_DEFAULT_TO_ACCEPT
options         IPDIVERT

Using this method, the local configuration file expresses local differences from a GENERIC kernel.
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Shutdown the system and reboot into the new kernel. If something goes wrong, refer to
The kernel does not boot.

By default, when a custom kernel is compiled, all kernel modules are rebuilt. To update a kernel
faster or to build only custom modules, edit /etc/make.conf before starting to build the kernel.

For example, this variable specifies the list of modules to build instead of using the default of
building all modules:

MODULES_OVERRIDE = linux acpi

Alternately, this variable lists which modules to exclude from the build process:
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 and vmstat(8) will not work. To fix this, recompile and install a world
built with the same version of the source tree as the kernel. It is never a good idea to use a
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different version of the kernel than the rest of the operating system.
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Chapter 11. Printing
Putting information on paper is a vital function, despite many attempts to eliminate it. Printing has

/etc/rc.conf, adding this line:

lpd_enable="YES"

Start the service:
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# service lpd start
Starting lpd.

4. Print a test:

# printf "1. This printer can 

. This device appears whether a printer is attached or not, it
is not autodetected.

Vendors have largely moved away from these "legacy" ports, and many computers no longer
have them. Adapters can be used to connect a parallel printer to a USB port. With such an
adapter, the printer can be treated as if it were actually a USB printer. Devices called print servers
can also be used to connect parallel printers directly to a network.

Serial (RS-232)

Serial ports are another legacy port, rarely used for printers except in certain niche applications.
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Cables, connectors, and required wiring vary widely.

For serial ports built into a motherboard, the serial device name is /dev/cuau0 or 

set of instructions that draw the final document. Different fonts and graphics can be used.
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However, this power comes at a price. The program that draws the page must be written.
Usually this program is generated by application software, so the process is invisible to the user.

Inexpensive printers sometimes leave out PostScript® compatibility as a cost-saving measure.

PCL (Printer Command Language)

PCL is an extension of ASCII, adding escape sequences for formatting, font selection, and printing
graphics. Many printers provide PCL5 support. Some support the newer PCL6 or PCLXL

Line-based printers like typical inkjets usually do not support PostScript® or PCL. They often can
print plain ASCII text files. print/ghostscript9-base supports the PDLs used by some of these
printers. However, printing an entire graphic-based page on these printers is often very slow due to
the large amount of data to be transferred and printed.
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Host-based printers are often more difficult to set up. Some cannot be used at all because of
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② The device where the printer is connected. Replace this line with the appropriate one for the
connection type shown here.

③ Suppress the printing of a header page at the start of a print job.

④ Do not limit the maximum size of a print job.

⑤ The path to the spooling directory for this printer. Each printer uses its own spooling directory.

⑥ The log file where errors on this printer will be reported.

After creating /etc/printcap, use chkprintcap(8)

PCL. Filters can also be
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used to provide additional features, like adding page numbers or highlighting source code to make
it easier to read.

The filters discussed here are input filters or text filters. These filters convert the incoming file into
different forms. Use su(1) to become root before creating the files.

Filters are specified in /etc/printcap with the if= identifier. To use 

CR=$'\r'
/usr/bin/sed -e "s/$/${CR}/g"

Set the permissions and make it executable:
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# chmod 555 /usr/local/libexec/lf2crlf

Modify /etc/printcap to use the new filter:

:if=/usr/local/libexec/lf2crlf:\

Test the filter by printing the same plain text file. The carriage returns will cause each line to start
at the left side of the page.

11.5.3.2. Fancy Plain Text on PostScript® Printers with print/enscript

GNUEnscript converts plain text files into nicely-formatted PostScript® for printing on PostScript®
printers. It adds page numbers, wraPCL Printers

understand plain text or PCL. This filter converts PostScript® files to PCL before sending them to the
printer.

Install the Ghostscript PostScript® interpreter, print/ghostscript9-base, from the Ports Collection.

Create /usr/local/libexec/ps2pcl with these contents:

#!/bin/sh
/usr/local/bin/gs -dSAFER -dNOPAUSE -dBATCH -q -sDEVICE=ljet4 -sOutputFile=- -
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Set the permissions and make it executable:

# chmod 555 /usr/local/libexec/ps2pcl

PostScript® input sent to this script will be rendered and converted to PCL before being sent on to
the printer.

Modify /etc/printcap to use this new input filter:

:if=/usr/local/libexec/ps2pcl:\

Test the filter by sending a small PostScript® program to it:

% printf "%%\!

%!)
    # %! : PostScript job, print it.
    echo "$first_line" && cat && exit 0
    exit 2
    ;;
*)
    # otherwise, format with enscript
    ( echo "$first_line"; cat ) | /usr/local/bin/enscript -o - && exit 0
    exit 2
    ;;
esac

Set the permissions and make it executable:
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# chmod 555 /usr/local/libexec/psif

Modify /etc/printcap to use this new input filter:

:if=/usr/local/libexec/psif:\

Test the filter by printing PostScript® and plain text files.

    :lf=/var/log/lpd-errs:

Documents sent to textprinter will be formatted by the /usr/local/libexec/enscript filter shown in an
earlier example. Advanced users can print PostScript® files on psprinter, where no filtering is
done.

This multiple queue technique can be used to provide direct access to all kinds of printer features.
A printer with a duplexer could use two queues, one for ordinary single-sided printing, and one
with a filter that sends the command sequence to enable double-sided printing and then sends the
incoming file.

11.5.5. Monitoring and Controlling Printing

Several utilities are available to monitor print jobs and check and control printer operation.
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11.5.5.1. lpq(1)

lpq(1) shows the status of a user’s print jobs. Print jobs from other users are not shown.

(standard input)                      12188 bytes

% lprm -Plp 5
dfA005smithy dequeued
cfA005smithy dequeued
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11.5.5.3. lpc(8)

lpc(8) is used to check and modify printer status. lpc is followed by a command and an optional
printer name. all

# lpc disable lp
lp:
    queuing disabled
# lpc enable lp
lp:
    queuing enabled

Stop printing, but continue to accept new jobs. Then begin printing again:

# lpc stop lp
lp:
    printing disabled
# lpc start lp
lp:
    printing enabled
    daemon started

Restart a printer after some error condition:

# lpc restart lp
lp:
    no daemon to abort
    printing enabled
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    daemon restarted

Turn the print queue off and disable printing, with a message to explain the problem to users:

# lpc down lp Repair parts will arrive on Monday
lp:
    printer and queuing disabled
    status message is now: Repair parts will arrive on Monday

Re-enable a printer that is down:

# lpc up lp
lp:
    printing enabled
    daemon started

See 

their printer with

% lpr -Prepairsprinter repairs-report.txt

All of the documents print on that single printer. When the Sales department grows enough to need
their own printer, the alias can be removed from the shared printer entry and used as the name of
a new printer. Users in both departments continue to use the same commands, but the Sales
documents are sent to the new printer.
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11.5.6.2. Header Pages

It can be difficult for users to locate their documents in the stack of pages produced by a busy
shared printer. Header pages were created to solve this problem. A header page with the user name
and document name is printed before each print job. These pages are also sometimes called banner

11.6.2. HPLIP

Hewlett Packard provides a printing system that supports many of their inkjet and laser printers.
The port is print/hplip. The main web page is at https://developers.hp.com/hp-linux-imaging-and-
printing. The port handles all the installation details on FreeBSD. Configuration information is
shown at https://developers.hp.com/hp-linux-imaging-and-printing/install.

11.6.3. LPRng

LPRng was developed as an enhanced alternative to lpd(8). The port is sysutils/LPRng. For details
and documentation, see https://lprng.sourceforge.net/.
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Chapter 12. Linux Binary Compatibility

12.1. Synopsis
FreeBSD provides optional binary compatibility with Linux®, commonly referred to as
Linuxulator, allowing users to inste

Once enabled, it can be started without rebooting by executing the following command:

# service linux start

This is enough for statically linked Linux binaries to work.

The Linux service will load necessary kernel modules and mount filesystems expected by Linux
applications under /compat/linux. They can be started in the same way native FreeBSD binaries
can; they behave almost exactly like native processes and can be traced and debugged the usual
way.

The current content of /compat/linux can be checked executing the following command:

# ls -l /compat/linux/
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The output should be similar to the following:

total 1
dr-xr-xr-x  13 root  wheel  512 Apr 11 19:12 dev
dr-xr-xr-x   1 root  wheel    0 Apr 11 21:03 proc
dr-xr-xr-x   1 root  wheel    0 Apr 11 21:03 sys

12.3. Linux userlands
Linux software requires more than just an ABI to work. In order to run Linux software a Linux
userland must be installed first.



If all that is wanted is to run some software already included in the Ports tree, it
can be installed via package manager and pkg(8) will automatically setup the
required Linux userland.

For example, to install Sublime Text 4, along with all the Linux libraries it depends
on, run this command:

total 36
drwxr-xr-x   2 root wheel  512 Oct  9 17:28 afs
lrwxr-xr-x   1 root wheel    7 May 16  2022 bin -> usr/bin
drwxr-xr-x   3 root wheel  512 Oct  9 17:28 dev
drwxr-xr-x  24 root wheel 1536 Oct  9 17:28 etc
lrwxr-xr-x   1 root wheel    7 May 16  2022 lib -> usr/lib
lrwxr-xr-x   1 root wheel    9 May 16  2022 lib64 -> usr/lib64
drwxr-xr-x   2 root wheel  512 Oct  9 17:28 opt
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drwxr-xr-x   2 root wheel  512 Oct  9 17:28 proc
lrwxr-xr-x   1 root wheel    8 Oct  1 03:11 run -> /var/run
lrwxr-xr-x   1 root wheel    8 May 16  2022 sbin -> usr/sbin
drwxr-xr-x   2 root wheel  512 Oct  9 17:28 srv
drwxr-xr-x   2 root wheel  512 Oct  9 17:28 sys
drwxr-xr-x   8 root wheel  512 Oct  9 17:28 usr

# ls -l /compat/linux/

The output should be similar to the following:

total 30
lrwxr-xr-x   1 root  wheel    7 Apr 11  2018 bin -> usr/bin
drwxr-xr-x  13 root  wheel  512 Apr 11 21:10 dev
drwxr-xr-x  25 root  wheel   64 Apr 11 21:10 etc
lrwxr-xr-x   1 root  wheel    7 Apr 11  2018 lib -> usr/lib
lrwxr-xr-x   1 root  wheel    9 Apr 11  2018 lib64 -> usr/lib64
drwxr-xr-x   2 root  wheel    2 Apr 11 21:10 opt
dr-xr-xr-x   1 root  wheel    0 Apr 11 21:25 proc
lrwxr-xr-x   1 root  wheel    8 Feb 18 02:10 run -> /var/run
lrwxr-xr-x   1 root  wheel    8 Apr 11  2018 sbin -> usr/sbin
drwxr-xr-x   2 root  wheel    2 Apr 11 21:10 srv
dr-xr-xr-x   1 root  wheel    0 Apr 11 21:25 sys
drwxr-xr-x   8 root  wheel    9 Apr 11 21:10 usr
drwxr-xr-x  16 root  wheel   17 Apr 11 21:10 var
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12.3.3. Debian / Ubuntu Base System with debootstrap

An alternative way of providing Linux shared libraries is by using sysutils/debootstrap. This has the
advantage of providing a full Debian or Ubuntu distribution.

To install debootstrap execute the following command:

# pkg install debootstrap

debootstrap(8) needs linux(4) ABI enabled. Once enabled, execute the following command to install
Ubuntu or Debian in /compat/ubuntu:

I: Base system installed successfully.

Then set up mounts in /etc/fstab.



If the contents of the home directory should be shared and to be able to run X11
applications, /home and /tmp should be mounted in the linux compat area using
nullfs(5) for loopback.

The following example can be added to /etc/fstab:

# Device        Mountpoint              FStype          Options
Dump    Pass#
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devfs           /compat/ubuntu/dev      devfs           rw,late
0       0
tmpfs           /compat/ubuntu/dev/shm  tmpfs
rw,late,size=1g,mode=1777    0       0
fdescfs         /compat/ubuntu/dev/fd   fdescfs
rw,late,linrdlnk             0       0
linprocfs       /compat/ubuntu/proc     linprocfs       rw,late
0       0
linsysfs        /compat/ubuntu/sys      linsysfs        rw,late
0       0
/tmp            /compat/ubuntu/tmp      nullfs          rw,late
0       0
/home           /compat/ubuntu/home     nullfs          rw,late
0       0

Then execute mount(8):

# mount -al

.

For amd64 the following example can be used:

deb http://archive.ubuntu.com/ubuntu focal main universe restricted
multiverse
deb http://security.ubuntu.com/ubuntu/ focal-security universe
multiverse restricted main
deb http://archive.ubuntu.com/ubuntu focal-backports universe
multiverse restricted main
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deb http://archive.ubpused to determine which shared

libraries the application needs.

For example, to check which shared libraries linuxdoom needs, run this command from a Linux
system that has Doom installed:
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% ldd linuxdoom

The output should be similar to the following:

libXt.so.3 (DLL Jump 3.1) => /usr/X11/lib/libXt.so.3.1.0
libX11.so.3 (DLL Jump 3.1) => /usr/X11/lib/libX11.so.3.1.0
libc.so.4 (DLL Jump 4.5pl26) => /lib/libc.so.4.6.29



of Linux shared libraries on the system to be able to run newly installed Linux binaries without any
extra work.

12.4.2. Branding Linux ELF Binaries

The FreeBSD kernel uses several methods to determine if the binary to be executed is a Linux one:
it checks the brand in the ELF file header, looks for known ELF interpreter paths and checks ELF
notes; finally, by default, unbranded ELF executables are assumed to be Linux anyway.

Should all those methods fail, an attempt to execute the binary might result in error message:

% ./my-linux-elf-binary

The output should be similar to the following:

ELF binary type not known
Abort

To help the FreeBSD kernel distinguish between a FreeBSD ELF binary and a Linux binary, use
brandelf(1):

resolv+: "bind" is an invalid keyword resolv+:
"hosts" is an invalid keyword

configure /compat/linux/etc/host.conf as follows:

order hosts, bind
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multi on

This specifies that /etc/hosts is searched first and DNS is searched second. When
/compat/linux/etc/host.conf does not exist, Linux applications use /etc/host.conf in the host system
but they complain since that file does not exist in FreeBSD. Remove bind if a name server is not
configured using /etc/resolv.conf.

12.4.5. Miscellaneous

More information on how binary compatibility works with Linux® can be found in the article
Linux emulation in FreeBSD.

262

https://docs.freebsd.org/en/articles/linux-emulation/


Chapter 13. WINE

13.1. Synopsis
WINE, which stands for Wine Is Not an Emulator, is technically a software translation layer. It
allows installing and running software written for Windows® on FreeBSD (and other) systems.

It operates by intercepting system calls, or requests from the software to the operating system, and

Common tips and solutions for using WINE on FreeBSD.

• Considerations for WINE on FreeBSD in terms of the multi-user environment.

Before reading this chapter, it will be useful to:

• Understand the basics of UNIX® and FreeBSD.
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• Know how to install FreeBSD.

• Know how to set up a network connection.

• Know how to install additional third-party software.

13.2. WINE Overview & Concepts

in mind. Therefore, WINE’s utilities are designed by default to launch graphical programs.
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However, there are three methods available to run these so-called Console User Interface (CUI)
programs:

• The Bare Streams approach will display the output directly to standard output.

• The wineconsole utility can be used with either the user or curses backend to utilize some of the
enhancements the WINE system provides for CUI applications.

These approaches are described in greater detail on the 

systems. it is primary target is Linux-based systems, though some support exists for macOS as well.

While Steam does not offer a native FreeBSD client, there are several options for using the Linux®
client using FreeBSD’s Linux Compatibility Layer.

13.2.4.2. WINE Companion Programs

In addition to proprietary offerings, other projects have released applications designed to work in
tandem with the standard, open source version of WINE. The goals for these can range from
making installation easier to offering easy ways to get popular software installed.

These solutions are covered in greater detail in the later section on GUI frontends, and include the
following:

• winetricks

• Mizutamari
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13.2.5. Alternatives to WINE

layer includes a web browser component using the Mozilla project’s Gecko engine. When WINE is
first launched it will offer to download and install this, and there are reasons users might want it
do so (these will be covered in a later chapter). But they can also install it prior to installing WINE,
or alongside the install of WINE proper.

Install this package with the following:
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# pkg install wine-gecko

Alternately, compile the port with the following:

# cd /usr/ports/emulator/wine-gecko
# make install

• wine-mono

This port installs the MONO framework, an open source implementation of Microsoft’s .NET.

# cd /usr/ports/emulator/wine
# make install

13.3.3. Concerns of 32- Versus 64-Bit in WINE Installations

Like most software, Windows® applications made the upgrade from the older 32-bit architecture to
64 bits. And most recent software is written for 64-bit operating systems, although modern OSes can
sometimes continue to run older 32-bit programs as well. FreeBSD is no different, having had
support for 64-bit since the 5.x series.

However, using old software no longer supported by default is a common use for emulators, and
users commonly turn to WINE to play games and use other programs that do not run properly on
modern hardware. Fortunately, FreeBSD can support all three scenarios:
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• On modern, 64-bit machine and want to run 64-bit Windows® software, simply install the ports
mentioned in the above sections. The ports system will automatically install the 64-bit version.

• Alternately, users might have an older 32-bit machine that they do not want to run with its
original, now n

-file file.txt

Alternately, supply the full path to the executable to use it in a script, for example:

% wine /home/user/bin/program.exe

13.4.2. Running a Program from a GUI

After installation graphical shells should be updated with new associations for Windows executable
(.EXE) files. It will now be possible to browse the system using a file manager, and launch the
Windows application in the same way as other files and programs (either a single- or double-click,
depending on the desktop’s settings).

On most desktops, check to make sure this association is correct by right-clicking on the file, and
looking for an entry in the context menu to open the file. One of the options (hopefully the default
one) will be with the Wine Windows Program Loader, as shown in the below screenshot:
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In the event the program does not run as expected, try launching it from the command line and
review any messages displayed in the terminal to troubleshoot.

In the event WINE is not the default application for .EXE files after install, check the MIME associate
for this extension in the current desktop environment, graphical shell, or file manager.

13.5. Configuring WINE Installation

dosdevices/: contains information on mappings of Windows® resources to resources on the
host FreeBSD system. For example, after a new WINE installation, this should contain at least
two entries which enable access to the FreeBSD filesystem using Windows®-style drive letters:

◦ c:@: A link to drive_c described below.

◦ z:@: A link to the root directory of the system.
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• drive_c/: emulates the main (i.e., C:) drive of a Windows® system. It contains a directory
structure and associated files mirroring that of standard Windows® systems. A fresh WINE

WINEPREFIX variable, it enables the
configuration of the selected prefix as described in the below sections.

Selections made on the Applications tab will affect the scope of changes made in the Libraries and
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Graphics tabs, which will be limited to the application selected. See the section on Using Winecfg in
the WINE Wiki for more details.

13.5.3.1. Applications

The Applications contains controls enabling the association of programs with a particular version of
Windows®. On first start-up the Application settings section will contain a single entry: Default
Settings. This corresponds to all the default configurations of the prefix, which (as the disabled
Remove application button implies) cannot be deleted.

But additional applications can be added with the following process:

1. Click the Add application button.

2. Use the provided dialog to select the desired program’s executable.

3. Select the version of Windows® to be used with the selected program.

13.5.3.2. Libraries
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WINE provides a set of open source library files as part of its distribution that provide the same
functions as their Windows® counterparts. However, as noted earlier in this chapter, the WINE
project is always trying to keep pace with new updates to these libraries. As a result, the versions
that ship with WINE may be missing functionality that the latest Windows® programs are
expecting.

However, winecfg makes it possible specify overrides for the built-in libraries, particularly there is a
version of Windows® available on the same machine as the host FreeBSD installation. For each
library to be overridden, do the following:

1. Open the New override for library drop-down and select the library to be replaced.

2. Click the Add button.

3. The new override will appear in the Existing overrides list, notice the native, builtin designation
in parentheses.

4. Click to select the library.

5. Click the Edit button.

6. Use the provided dialog to select a corresponding library to be used in place of the built-in one.

Be sure to select a file that is truly the corresponding version of the built-in one, otherwise there
may be unexpected behavior.
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13.5.3.3. Graphics

The Graphics tab provides some options to make the windows of programs run via WINE operate
smoothly with FreeBSD:

• Automatic mouse capture when windows are full-screen.

• Allowing the FreeBSD window manager to decorate the windows, such as their title bars, for
programs running via WINE.

• Allowing the window manager to control windows for programs running via WINE, such as
running resizing functions on them.

• Create an emulated virtual desktop, within which all WINE programs will run. If this item is
selected, the size of the virtual desktop can be specified using the Desktop size input boxes.

• Setting the screen resolution for programs running via WINE.

13.5.3.4. Desktop Integration
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This tab allows configuration of the following items:

• The theme and related visual settings to be used for programs running via WINE.

• Whether the WINE sub-system should manage MIME types (used to determine which
application opens a particular file type) internally.

• Mappings of directories in the host FreeBSD system to useful folders within the Windows®
environment. To change an existing association, select the desired item and click Browse, then
use the provided dialog to select a directory.

13.5.3.5. Drives
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The Drives

the section in the WINE Wiki for more detail on advanced options.

13.5.3.6. Audio
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This tab contains some configurable options for routing sound from Windows® programs to the
native FreeBSD sound system, including:

• Driver selection

• Default device selection

• Sound test

13.5.3.7. About
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The final tab contains information on the WINE project, including a link to the website. It also
allows entry of (entirely optional) user information, although this is not sent anywhere as it is in
other operating systems.

13.6. WINE Management GUIs
While the base install of WINE comes with a GUI configuration tool in winecfg, it is main purpose is
just that: strictly configuring an existing WINE prefix. There are, however, more advanced
applications that will assist in the initial installation of applications as well as optimizing their
WINE environments. The below sections include a selection of the most popular.

13.6.1. Winetricks

The winetricks tool is a cross-platform, general purpose helper program for WINE. It is not
developed by the WINE project proper, but rather maintained on GitHub by a group of
contributors. It contains some automated "recipes" for getting common applications to work on
WINE, both by optimizing the settings as well as acquiring some DLL libraries automatically.

13.6.1.1. Installing winetricks

To install winetricks on a FreeBSD using binary packages, use the following commands (note
winetricks requires either the i386-wine or i386-wine-devel package, and is therefore not installed
automatically with other dependencies):
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# pkg install i386-wine winetricks

To compile it from source, issue the following in the terminal:

, or Install a game shows a list with
supported options, such as the one below for applications:
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Selecting one or more items and clicking OK will start their installation process(es). Initially, some
messages that appear to be errors may show up, but they’re actually informational alerts as
winetricks configures the WINE environment to get around known issues for the application:

Once these are circumvented, the actual installer for the application will be run:
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Once the installation completes, the new Windows application should be available from the
desktop environment’s standard menu (shown in the screenshot below for the LXQT desktop
environment):

In order to remove the application, run winetricks again, and select Run an uninstaller.
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A Windows®-style dialog will appear with a list of installed programs and components. Select the
application to be removed, then click the Modify/Remove button.
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This will run the applications built-in installer, which should also have the option to uninstall.
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13.6.2. Mizutamari

Mizutamari is an application similar to winetricks, although it was inspired by the Lutris gaming
system for Linux. But while it is focused on games, there are also non-gaming applications available
for install through Mizutamari.

13.6.2.1. Installing Mizutamari

To install Mizutamari’s binary package, issue the following command:

# pkg install mizuma

Mizutamari is available in the FreeBSD Ports system. However, instead of looking in the emulators
section of Ports or binary packages, look for it in the games section.

# cd /usr/ports/games/mizuma
# make install

13.6.2.2. Using Mizutamari

Mizutamari’s usage is quite similar to that of winetricks. When using it for the first time, launch it
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from the command line (or a desktop environment runner applet) with:

% Mizuma

This should result in a friendly welcome message. Click OK to continue.

The program will also offer to place a link in the application menu of compatible environments:

Depending on the setup of the FreeBSD machine, Mizutamari may display a message urging the
install of native graphics drivers.

The application’s window should then appear, which amounts to a "main menu" with all its options.
Many of the items are the same as winetricks, although Mizutamari offers some additional, helpful
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options such as opening its data folder (Open Mizutamari Folder) or running a specified program
(Run a executable in prefix).

To select one of Mizutamari’s supported applications to install, select Installation, and click OK. This
will display a list of applications Homura can install automatically. Select one, and click OK to start
the process.
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As a first step Mizutamari will download the selected program. A notification may appear in
supported desktop environments.

The program will also create a new prefix for the application. A standard WINE dialog with this
message will display.

Next, Mizutamari will install any prerequisites for the selected program. This may involve
downloading and extracting a fair number of files, the details of which will show in dialogs.

Downloaded packages are automatically opened and run as required.
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The installation may end with a simple desktop notification or message in the terminal, depending
on how Mizutamari was launched. But in either case Mizutamari should return to the main screen.
To confirm the installation was successful, select Launcher, and click OK.
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This will display a list of installed applications.

288



To run the new program, select it from the list, and click OK. To uninstall the application, select
Uninstallation from the main screen, which will display a similar list. Select the program to be
removed, and click OK.
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13.6.3. Running Multiple Management GUIs

it is worth noting that the above solutions are not mutually exclusive. it is perfectly acceptable,
even advantageous, to have both installed at the same time, as they support a different set of
programs.

However, it is wise to ensure that they do not access any of the same WINE prefixes. Each of these
solutions applies workarounds and makes changes to the registries based on known workarounds
to existing WINE issues in order to make a given application run smoothly. Allowing both
winetricks and Homura to access the same prefix could lead to some of these being overwritten,
with the result being some or all applications do not work as expected.
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13.7. WINE in Multi-User FreeBSD Installations

13.7.1. Issues with Using a Common WINE Prefix

Like most UNIX®-like operating systems, FreeBSD is designed for multiple users to be logged in and

winecfg as described in the
above section on WINE Configuration in this chapter.

Once complete, applications can be installed to this location, and subsequently run using the
assigned drive letter (or the standard UNIX®-style directory path). However, as noted above, only
one user should be running these applications (which may be accessing files within their
installation directory) at the same time. Some applications may also exhibit unexpected behavior
when run by a user who is not the owner, despite being a member of the group that should have
full "read/write/execute" permissions for the entire directory.
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13.7.3. Using a Common Installation of WINE
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ADMIN ALL=(ALL) ALL

# The WINDOWS_USERS may run WINDOWS programs as user windows without a password
WINDOWS_USERS ALL = (windows) NOPASSWD: WINDOWS

The result of these changes is the users named in the User_Alias section are permitted to run the
programs listed in the Cmnd Alias section using the resources listed in the Defaults section (the
current display) as if they were the user listed in the final line of the file. In other words, users
designates as WINDOWS_USERS can run the WINE and 
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there is an arguably better method for running DOS software: DOSBox. On the other hand, there is
little reason not to at least try it. Simply create a new prefix, install the software, and if it does not
work delete the prefix.

13.8.1.3. Should the emulators/wine-devel Package/Port be Installed to Use the Development
Version of WINE Instead of Stable?

Yes, installing this version will install the "development" version of WINE. As with the 32- and 64-bit
versions, they cannot be installed together with the stable versions unless additional measures are
taken.

Note that WINE also has a "Staging" version, which contains the most recent updates. This was at
one time available as a FreeBSD port; however, it has since been removed. It can be compiled
directly from source however.

13.8.2. Install Optimization

13.8.2.1. How Should Windows® Hardware (e.g., Graphics) Drivers be Handled?

    <edit name="hinting" mode="assign"><bool>true</bool></edit>>
    <edit name="hintstyle" mode="assign"><const>hintslight</const></edit>>
    <edit name="rgba" mode="assign"><const>rgb</const></edit>>
  </match>
</fontconfig>
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13.8.2.3. Does Having Windows® Installed Elsewhere on a System Help WINE Operate?

It may, depending on the application being run. As mentioned in the section describing winecfg,
some built-in WINE DLLs and other libraries can be overridden by providing a path to an alternate
version. Provided the Windows® partition or drive is mounted to the FreeBSD system and
accessible to the user, configuring some of these overrides will use native Windows® libraries and
may decrease the chance of unexpected behavior.

13.8.3. Application-Specific

FreeBSD users:

• The WINE Wiki has a wealth of information on using WINE, much of which is applicable across
many of WINE’s supported operating systems.

• Similarly, the documentation available from other OS projects can also be of good value. The
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WINE page on the Arch Linux Wiki is a particularly good example, although some of the "Third-
party applications" (i.e., "companion applications") are obviously not available on FreeBSD.

• Finally, Codeweavers (a developer of a commercial version of WINE) is an active upstream
contributor. Oftentimes answers to questions in their support forum can be of aid in
troubleshooting problems with the open source version of WINE.
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Part III: System Administration
The remaining chapters cover all aspects of FreeBSD system administration. Each chapter starts by
describing what will be learned as a result of reading the chapter, and also details what the reader
is expected to know before tackling the material.

These chapters are designed to be read as the information is needed. They do not need to be read in
any particular order, nor must all of them be read before beginning to use FreeBSD.
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Chapter 14. Configuration, Services, Logging
and Power Management

14.1. Synopsis
One of the important aspects of FreeBSD is proper system configuration. This chapter explains
much of the FreeBSD configuration process, including some of the parameters which can be set to
tune a FreeBSD system.

Before reading this chapter, you should:

• Understand UNIX® and FreeBSD basics (FreeBSD Basics).

After reading this chapter, you will know:

• How to use the various configuration files in /etc.

• The basics of rc.conf configuration and /usr/local/etc/rc.d startup scripts.

• How to tune FreeBSD using 

Although it is true that the # character is normally used to comment a line and that each line has a
configuration variable.


Some applications like pkg(8) are starting to use the Universal Configuration
Language (UCL).

14.2.1. The /etc directory

The /etc directory contains all of the FreeBSD base system configuration files that are responsible
for configuring FreeBSD.
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
Extreme caution must be taken when modifying files in the /etc directory;
misconfiguration could make FreeBSD unbootable or malfunction.

/etc System configuration files and scripts.

/etc/defaults
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Table 24. Management Information Base

vm.domain.0.pidctrl.kdd: 8
vm.domain.0.pidctrl.kid: 4
vm.domain.0.pidctrl.kpd: 3
...
vfs.zfs.sync_pass_rewrite: 2
vfs.zfs.sync_pass_dont_compress: 8
vfs.zfs.sync_pass_deferred_free: 2

To read a particular variable, specify its name:

% sysctl kern.maxproc

The output should be similar to the following:

kern.maxproc: 1044

The Management Information Base (MIB) is hierarchical and hence, specifying a prefix prints all
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the nodes hanging from it:

/etc/sysctl.conf:

# Do not log fatal signal exits (e.g., sig 11)
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kern.logsigexit=0

# Prevent users from seeing information about processes that
# are being run under another UID.
security.bsd.see_other_uids=0

To obtain more information about what function a particular sysctl has, the following command
can be executed:

% sysctl 



Upgrading the system will not overwrite /etc/rc.conf, so system configuration information will not
be lost.


Both /etc/rc.conf and /etc/rc.conf.local are parsed by sh(1). This allows system
operators to create complex configuration scenarios. Refer to rc.conf(5) for further
information on this topic.

14.3. Managing Services in FreeBSD
FreeBSD uses the rc(8) system of startup scripts during system initialization and for managing
services.

The scripts listed in /etc/rc.d provide basic services which can be controlled with the 

 for instructions on how to create custom rc(8) scripts.

14.3.1. Starting Services

Many users install third party software on FreeBSD from the Ports Collection and require the
installed services to be started upon system initialization.
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Services, such as security/openssh-portable or www/nginx are just two of the many software
packages which&Ú�FWFW&÷ñÊR�ñb���6W'fñ6R�ó2�'VÊÊñÊr¬�W6R�FÜR�

status subcommand.

For example, to verify that www/nginx is running:

# service nginx status

The output should be similar to the following:

nginx is running as pid 27871.

14.3.3. Reload a Service

In some cases, it is also possible to reload a service. This attempts to send a signal to an individual
service, forcing the service to reload its configuration files.

In most cases, this means sending the service a SIGHUP signal.
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Not all services support this feature.

The rc(8) system is used for network services and it also contributes to most of the system
initialization. For instance, when the /etc/rc.d/bgfsck script is executed, it prints out the following
message:

Starting background file system checks in 60 seconds.

This script is used for background file system checks, which occur only during system initialization.

Many system services depend on other services to function properly. For example, yp(8) and other

cron job.

Two different types of configuration files are used: the system crontab, which should not be
modified, and user crontabs, which can be created and edited as needed. The format used by these
files is documented in crontab(5). The format of the system crontab, /etc/crontab includes a who
column which does not exist in user crontabs. In the system crontab, cron runs the command as the
user specified in this column. In a user crontab, all commands run as the user who created the
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crontab.

User crontabs allow individual users to schedule their own tasks. The root user can also have a user
crontab which can be used to schedule tasks that do not exist in the system crontab.

Here is a sample entry from the system crontab, /etc/crontab:

 field only exists
in the system crontab and specifies which user the command should be run as. The last field is
the command to be executed.

④ This entry defines the values for this cron job. The */11, followed by several more * characters,
specifies that /usr/libexec/save-entropy is invoked by operator every eleven minutes of every
hour, of every day and day of the week, of every month. Commands can include any number of
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switches. However, commands which extend to multiple lines need to be broken with the
backslash "\" continuation character.

14.4.2. Creating a User Crontab

To create a user crontab, invoke crontab

% crontab -l
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The output should be similar to the following:

0 14 * * * /home/user/bin/mycustomscript.sh

To remove all of the cron jobs in a user crontab:

% crontab -r

The output should be similar to the following:

remove crontab for user? y

14.4.3. Periodic

FreeBSD provides$

And then to enable, for example, daily_status_zfs_enable put the following content in the file:

daily_status_zfs_enable="YES"

To disable a task that is active by default, all that needs to be done is to change YES to NO.

14.4.5. Configuring the Output of Periodic Tasks

In /etc/periodic.conf the variables daily_output, weekly_output and monthly_output specifies where to
send the results of the script execution.
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By default the output of the periodic scripts are emailed to root, and therefore it is best to read
root’s mail or alias root to a mailbox that is monitored.

To send the results to another email or to other emails, add the email addresses separated by spaces
to /etc/periodic.conf:

daily_output="email1@example.com email2@example.com"
weekly_output="email1@example.com email2@example.com"
monthly_output="email1@example.com email2@example.com"

To log periodic output instead of receiving it as email, add the following lines to /etc/periodic.conf.
newsyslog(8) will rotate these files at the appropriate times:

 will match everything. The action field
denotes where to send the log message, such as to a file or remote log host.
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As an example, here is the default /etc/syslog.conf from FreeBSD:

#       Spaces ARE valid field separators in this file. However,
#       other *nix-like systems still insist on using tabs as field
#       separators. If you are sharing this file between systems, you
#       may want to use only tabs as field separators here.
#       Consult the syslog.conf(5) manpage.
*.err;kern.warning;auth.notice;mail.crit                /dev/console ①
*.notice;

Uses a comparison flag (=) to only match messages at level debug and logs them to
/var/log/debug.log.

④ Is an example usage of a program specification. This makes the rules following it only valid for
the specified program. In this case, only the messages generated by devd(8) are logged to
/var/log/devd.log.

For more information about /etc/syslog.conf, its syntax, and more advanced usage examples, see
syslog.conf(5).
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14.5.2. Logging Facilities

user Messages generated by random user processes.
This is the default facility identifier if none is
specified.

uucp The Unix-to-Unix Copy system. An ancient
protocol. Really weird to see messages from this
facility.

local0 through local7 Reserved for local use.

14.5.3. Logging Levels

The level describes the severity of the message, and is a keyword from the following ordered list
(higher to lower):
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Table 26. syslog levels

Name Description

emerg

date time hostname program[pid]: the message

The output of the /var/log/cron file will be used as an example:

[...]
Jul 16 12:40:00 FreeBSD /usr/sbin/cron[81519]: (root) CMD (/usr/libexec/atrun)
Jul 16 12:44:00 FreeBSD /usr/sbin/cron[83072]: (operator) CMD (/usr/libexec/save-
entropy)
[...]

Verbose logging, so the facility and the level on each message will be added, can be enabled in
syslog(8) by running the following command:

# sysrc syslogd_flags="-vv"

Once the function is activated, the facility and the level will be displayed in the log as shown in the
following example:
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[...]
Jul 16 17:40:00 <cron.info> FreeBSD /usr/sbin/cron[1016]: (root) CMD
(/usr/libexec/atrun)
Jul 16 17:44:00 <cron.info> FreeBSD /usr/sbin/cron[1030]: (operator) CMD
(/usr/libexec/save-entropy)
[...]

14.5.5. Log Management and Rotation

Log files can grow quickly, taking up disk space and making it more difficult to locate useful
information.

In FreeBSD, newsyslog(8) is used to manage log files and attempt to mitigate this.

This built-in program periodically rotates and compresses log files, and optionally creates missing
log files and signals programs when log files are moved.


Since newsyslog is run from cron(8), it cannot rotate files more often than it is
scheduled to

[sig_num]
/var/log/all.log                        600  7     *    @T00  J
/var/log/auth.log                       600  7     1000 @0101T JC
/var/log/console.log                    600  5     1000 *     J
/var/log/cron                           600  3     1000 *     JC
/var/log/daily.log                      640  7     *    @T00  JN
/var/log/debug.log                      600  7     1000 *     JC
/var/log/init.log                       644  3     1000 *     J
/var/log/kerberos.log                   600  7     1000 *     J
/var/log/maillog                        640  7     *    @T00  JC
/var/log/messages                       644  5     1000 @0101T JC
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14.5.6. Configuring Remote Logging

Monitoring the log files of multiple hosts can become unwieldy as the number of systems increases.
Configuring centralized logging can reduce some of the administrative burden of log file
administration.

In FreeBSD, centralized log file aggregation, merging, and rotation can be configured using syslogd
and newsyslog.

This section demonstrates an example configuration, where host A, named logserv.example.com, will
collect logging information for the local network.

Host B, named logclient.example.com, will be configured to pass logging information to the logging
server.

14.5.6.1. Log Server Configuration

A log server is a system that has been configured to accept logging information from other hosts.
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14.5.6.2. Log Client Configuration

A logging client sends log entries to a logging server on the network. The client also keeps a local
copy of its own logs.

Once a logging server has been configured, execute the following commands on the logging client:

# sysrc syslogd_enable="YES"
# sysrc syslogd_flags="-s -v -v"

The first entry enables syslogd on boot up. The second entry prevents logs from being accepted by
this client from other hosts (-s) and increases the verbosity of logged messages.

Next, define the logging server in the client’s /etc/syslog.conf. In this example, all logged facilities
are sent to a remote system, denoted by the @ symbol, with the specified hostname:
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sysrc syslogd_flags="-d -a logclient.example.com -v -v"

# service syslogd restart

Debugging data similar to the following will flash on the console immediately after the restart:

logmsg: pri 56, flags 4, from logserv.example.com, msg syslogd: restart
syslogd: restarted
logmsg: pri 6, flags 4, from logserv.example.com, msg syslogd: kernel boot file is
/boot/kernel/kernel
Logging to FILE 

msg Dec 10 20:55:02 <syslog.err> logserv.example.com syslogd: exiting on signal 2
cvthname(192.168.1.10)
validate: dgram from IP 192.168.1.10, port 514, name logclient.example.com;
accepted in rule 0.
logmsg: pri 15, flags 0, from logclient.example.com, msg Dec 11 02:01:28 trhodes: Test
message 2
Logging to FILE /var/log/logclient.log
Logging to FILE /var/log/messages

At this point, the messages are being properly received and placed in the correct file.

14.5.6.4. Security Considerations

As with any network service, security requirements should be considered before implementing a
logging server. Log files may contain sensitive data about services enabled on the local host, user
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accounts, and configuration data. Network data sent from the client to the server will not be
encrypted or password protected. If a need for encryption exists, consider using security/stunnel,
which will transmit the logging data over an encrypted tunnel.

Local security is also an issue. Log files iba.ko

acpi_video.ko
acpi_wmi.ko
sdhci_acpi.ko

318

https://cgit.freebsd.org/ports/tree/security/stunnel/
https://man.freebsd.org/cgi/man.cgi?query=newsyslog.conf&sektion=5&format=html
https://man.freebsd.org/cgi/man.cgi?query=acpi&sektion=4&format=html
https://man.freebsd.org/cgi/man.cgi?query=acpi&sektion=4&format=html
https://man.freebsd.org/cgi/man.cgi?query=acpi&sektion=4&format=html


uacpi.ko

In the event that, for example, an IBM/Lenovo laptop is used, it will be necessary to load the module
acpi_ibm(4) by executing the following command:

# kldload acpi_ibm

And add this line to 

②
dev.cpu.0.freq_levels: 2267/35000 2266/35000 1600/15000 800/12000 ③
dev.cpu.0.freq: 1600 ④
dev.cpu.0.temperature: 40.0C ⑤
dev.cpu.0.coretemp.throttle_log: 0
dev.cpu.0.coretemp.tjmax: 105.0C
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dev.cpu.0.coretemp.resolution: 1
dev.cpu.0.coretemp.delta: 65
dev.cpu.0.%parent: acpi0
dev.cpu.0.%pnpinfo: _HID=none _UID=0 _CID=none

-r: Specifies the CPU load percent level where adaptive mode should consider the CPU running
and increase performance.

5. -N: Treat "nice" time as idle for the purpose of load calculation; i.e., do not increase the CPU
frequency if the CPU is only busy with "nice" processes.

And then enable the service executing the following command:

# service powerd start
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14.6.3. CPU Frequency Control

FreeBSD includes a generic 

SKUs, exposes the ability for the hardware to dynamically vary the core frequencies, including on a
per core basis. FreeBSD 13 comes with the hwpstate_intel(4) driver to automatically enable Speed
Shift™ control on equipped CPUs, replacing the older Enhanced Speed Step™ est(4) driver. The
sysctl(8) dev.cpufreq.%d.freq_driver will indicate if the system is using Speed Shift.

To determine which frequency control driver is being used, examining the
dev.cpufreq.0.freq_driver oid.

# sysctl dev.cpufreq.0.freq_driver
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The output should be similar to the following:

dev.cpufreq.0.freq_driver: hwpstate_intel0

This indicates that the new hwpstate_intel(4) driver is in use. On such systems, the oid
dev.cpu.%d.freq_levels will show only the maximum CPU frequency, and will indicate a power
consumption level of -1.

The current CPU frequency can be determined by examining the 
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energy consumption and allows the system to be resumed without having to lose the state of the
running programs.



In order for the suspend/resume functionality to work correctly the graphics
drivers must be loaded on the system. In non-KMS-supported graphics cards sc(4)
must be used not to break the suspend/resume functionality.

More information about which driver to use and how to configure it can be found
at the The X Window System chapter.

acpi(4) supports the d�

 state.

acpiconf(8) can be used to check if the S3 state works correctly by running the following command,
if it succeeds, the screen should go black and the machine will turn off:
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# acpiconf -s 3

In the vast majority of cases the Suspend/Resume functionality wants to be used on a laptop.

FreeBSD can be configured to enter the S3 state when closing the lid by adding the following line to
the /etc/sysctl.conf file.

Adding a new drive for swap gives better performance than using a partition on an existing drive.
Setting up partitions and drives is explained in Adding Disks while Designing the Partition Layout
discusses partition layouts and swap partition size considerations.



It is possible to use any partition not currently mounted, even if it already contains
data. Using swapon on a partition that contains data will overwrite and destroy that
data. Make sure that the partition to be added as swap is really the intended
partition before running swapon.

swapon(8) can be used to add a swap partition to the system executing the following command:

# swapon /dev/ada1p2
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To automatically add this swap partition on boot, add an entry to /etc/fstab:

/dev/ada1p2 none swap sw 0 0

See fstab(5) for an explanation of the entries in /etc/fstab.

14.7.2. Creating a Swap File

These examples create a 512M swap file called /usr/swap0.


Swap files on ZFS file systems are strongly discouraged, as swapping can lead to
system hangs.

The first step is to create the swap file:

# dd if=/dev/zero of=/usr/swap0 bs=1m count=512

The second step is to put the proper permissions on the new file:

# chmod 0600 /usr/swap0

The third step is to inform the system about the swap file by adding a line to /etc/fstab:

md none swap sw,file=/usr/swap0,late 0 0

Swap space will be added on system startup. To add swap space immediately, use swapon(8):

# swapon -aL
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Chapter 15. The FreeBSD Booting Process

15.1. Synopsis
The process of starting a computer and loading the operating system is referred to as "the bootstrap
process", or "booting". FreeBSD’s boot process provides a great deal of flexibility in customizing
what happens when the system starts, including the ability to select from different operating
systems installed on the same computer, different versions of the same operating system, or a
different installed kernel.

This chapter details the configuration options that can be set. It demonstrates how to customize the
FreeBSD boot process, including everything that happens until the FreeBSD kernel has started,
probed for devices, and started init(8). This occurs when the text color of the boot messages
changes from bright white to grey.

After reading this chapter, you will recognize:

• The components of the FreeBSD bootstrap system and how they interact.

•

operating system. It has since become shortened to "booting".

On x86 hardware, the Basic Input/Output System (BIOS) is responsible for loading the operating
system. The BIOS looks on the hard disk for the Master Boot Record (MBR), which must be located
in a specific place on the disk. The BIOS has enough knowledge to load and run the MBR, and
assumes that the MBR can then carry out the rest of the tasks involved in loading the operating
system, possibly with the help of the BIOS.

 FreeBSD provides for booting from both the older MBR standard, and the newer

326

https://man.freebsd.org/cgi/man.cgi?query=init&sektion=8&format=html


GUID Partition Table (GPT). GPT partitioning is often found on computers with the
Unified Extensible Firmware Interface (UEFI). However, FreeBSD can boot from
GPT partitions even on machines with only a legacy BIOS with gptboot(8). Work is
under way to provide direct UEFI booting.

boot time:

Example 23. boot0 Screenshot

F1 Win
F2 FreeBSD
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
If just the disk name is used, such as ad0, bsdlabel will create the disk in
"dangerously dedicated mode", without slices. This is probably not the desired
action, so double check the diskslice before pressing Return .
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15.2.3. Stage Three

The loader is the final stage of the three-stage bootstrap process. It is located on the file system,
usually as /boot/loader.

The loader is intended as an interactive method for configuration, using a built-in coderprets it line by line. An error immediately

stops the include.

load [-t type]
filename

Loads the kernel, kernel module, or file of the type given, with the specified
filename. Any arguments after filename are passed to the file. If filename is not
qualified, it will be searched under /boot/kernel and /boot/modules.

ls [-l] [path] Displays a listing of files in the given path, or the root directory, if the path is
not specified. If -l is specified, file sizes will also be shown.
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flags and adjusts its behavior as necessary. Kernel Interaction During Boot lists the commonly used
boot flags. Refer to boot(8) for more information on the other boot flags.

Table 29. Kernel Interaction During Boot

330

https://man.freebsd.org/cgi/man.cgi?query=boot&sektion=8&format=html


Option Description

-a

ability to reset the root password when it is unknown.

Example 25. Configuring an Insecure Console in /etc/ttys

# name  getty                           type    status          comments
#
# If console is marked "insecure", then init will ask for the root password
# when going to single-user mode.
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 is the device driver unit number, and keyword is the
hint keyword. The keyword may consist of the following options:

• at: specifies the bus which the device is attached to.

• port: specifies the start address of the I/O to be used.

332

https://man.freebsd.org/cgi/man.cgi?query=rc&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=loader&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=device.hints&sektion=5&format=html
https://man.freebsd.org/cgi/man.cgi?query=kenv&sektion=1&format=html


• irq: specifies the interrupt request number to be used.

• drq: specifies the DMA channel number.

•


Power management requires acpi(4)  to be loaded as a module or statically
compiled into a custom kernel.
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Chapter 16. Security

16.1. Synopsis
Hundreds of standard practices have been authored about how to secure systems and networks,
and as a user og2�Ü�f�ñ∆�&ñ∆óGíí‡

To provide CIA, security professionals apply a defense in depth strategy. The idea of defense in
depth is to add several layers of security to prevent one single layer failing and the entire security
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system collapsing. For example, a system administrator cannot simply turn on a firewall and
consider the network or system secure. One must also audit accounts, check the integrity of
binaries, and ensure malicious tools are not installed. To implement an effective security strategy,
one must understand threats and how to defend against them.

What is a threat as it pertains to computer security? Threats are not limited to remote attackers
who attempt to access a system without permission from a remote location. Threats also include
employees, malicious software, unauthorized network devices, natural disasters, security

16.3.1. Preventing Logins

In securing a system, a good starting point is an audit of accounts. Disable any accounts that do not
need login access.

 Ensure that root has a strong password and that this password is not shared.

To deny login access to accounts, two methods exist.

The first is to lock the account, this example shows how to lock the imani account:

# pw lock imani

The second method is to prevent login access by changing the shell to /usr/sbin/nologin. The
nologin(8) shell prevents the system from assigning a shell to the user when they attempt to login.

Only the superuser can change the shell for other users:
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# chsh -s /usr/sbin/nologin imani

16.3.2. Password Hashes

Passwords are a necessary evil of technology. When they must be used, they should be complex and
a powerful hash mechanism should be used to encrypt the version that is stored in the password
database. FreeBSD supports several algorithms, including SHA256, SHA512 and Blowfish hash
algorithms in its crypt() library, see crypt(3) for details.

The default of SHA512 should not be changed to a less secure hashing algorithm, but can be
changed to the more secure Blowfish algorithm.


Blowfish is not part of AES and is not considered compliant with any Federal
Information Processing Standards (FIPS). Its use may not be permitted in some
environments.

To determine which hash algorithm is used to encrypt a user’s password, the superuser can view

0:1001:1001::0:0:imani:/usr/home/imani:/bin/sh

The hash mechanism is set in the user’s login class.

The following command can be run to check which hash mechanism is currently being used:

% grep passwd_format /etc/login.conf

The output should be similar to the following:

:passwd_format=sha512:\

For example, to change the algorithm to Blowfish, modify that line to look like this:
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:passwd_format=blf:\

password with characters from at least 3 of these 4 classes, or
a 10 character long password containing characters from all the
classes.  Characters that form a common pattern are discarded by
the check.
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Alternatively, if no one else can see your terminal now, you can
pick this as your password: "trait-useful&knob".
Enter new password:

If a password that does not match the policy is entered, it will be rejected with a warning and the
user will have an opportunity to try again, up to the configured number of retries.

If your organization’s policy requires passwords to expire, FreeBSD supports the passwordtime in
the user’s login class in 
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was required. The most used application is currently Sudo.

Sudo allows administrators to configure more rigid access to system commands and provide for
some advanced logging features. As a tool, it is available from the Ports Collection as security/sudo
or by use of the pkg(8) utility.

Execute the following command to install it:

# pkg install sudo

After the installation is complete, the installed visudo will open the configuration file with a text
editor. Using visudo

, sudo(8) only requires the end user password. This avoids sharing passwords, which is
a poor practice.
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Users permitted to run applications with sudo(8) only enter their own passwords. This is more
secure and gives better control than su(1), where the root password is entered and the user
acquires all root permissions.



Most organizations are moving or have moved toward a two factor authentication

$ doas vi /etc/rc.conf

For more configuration examples, please read doas.conf(5).
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16.4. Intrusion Detection System (IDS)
Verification of system files and binaries is important because it provides the system administration
and security teams information about system changes. A software application that monitors the
system for changes is called an Intrusion Detection System (IDS).

FreeBSD provides native support for a basic IDS system called mtree(8)

mtree: /bin checksum: 3427012225



The 123456789 value represents the seed, and should be chosen randomly. This
value should be remembered, but not shared.

It is important to keep the seed value and the checksum output hidden from
malicious users.

16.4.2. The Specification File Structure

The mtree format is a textual format that describes a collection of filesystem objects. Such files are
typically used to create or verify directory hierarchies.
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An mtree file consists of a series of lines, each providing information about a single filesystem
object. Leading whitespace is always ignored.

The specification file created above will be used to explain the for`was modified.

⑦ Refers to the file and shows the size, time and a list of hashes to verify the integrity.

16.4.3. Verify the Specification file

To verify that the binary signatures have not changed, compare the current contents of the
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directory to the previously generated specification, and save the results to a file.

This command requires the seed that was used to generate the original specification:

# mtree -s 123456789 -p /bin < /home/user/.bin_chksum_mtree >>
/home/user/.bin_chksum_output

This should produce the same checksum for /bin that was produced when the specification was
created. If no changes have occurred to the binaries in this directory, the
/home/user/.bin_chksum_output

cat:    modification time (Fri Aug 25 13:30:17 2023, Fri Aug 25 13:34:20 2023)


This is just an example of what would be displayed when executing the command,
to show the changes that would occur in the metadata.

16.5. Secure levels
securelevel is a security mechanism implemented in the kernel. When the securelevel is positive,
the kernel restricts certain tasks; not even the superuser (root) is allowed to do them.

The securelevel mechanism limits the ability to:

• Unset certain file flags, such as schg (the system immutable flag).

• Write to kernel memory via /dev/mem and /dev/kmem.

• Load kernel modules.
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•

kern_securelevel  to the desired security level:
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# sysrc kern_securelevel=2

To check the status of the securelevel on a running system execute the following command:

# sysctl -n kern.securelevel

The output contains t`

16.6.1. Work with File Flags

In this example, a file named ~/important.txt in user’s home directory want to be protected against
deletions.

Execute the following command to set the schg file flag:

# chflags schg ~/important.txt

When any user, including the root user, tries to delete the file, the system will display the message:

rm: important.txt: Operation not permitted

To delete the file, it will be necessary to delete the file flags of that file by executing the following
command:
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# chflags noschg ~/important.txt

A list of supported file flags and their functionality can be found in chflags(1).

16.7. OpenSSH
OpenSSH is a set of network connectivity tools used to provide secure access to remote machines.
Additionally, TCP/IP connections can be tunneled or forwarded securely through SSH connections.
OpenSSH encrypts all traffic to eliminate eavesdropping, connection hijacking, and other network-
level attacks.

OpenSSH is maintained by the OpenBSD project and is installed by default in FreeBSD.

When data is sent over the network in an unencrypted form, network sniffers anywhere in
between the client and server can steal user/password information or data transferred during the
session. OpenSSH offers a variety of authentication and encryption methods to prevent this from
happening.

More information about OpenSSH is available in the web page.

The authenticity of host 'example.com (10.0.0.1)' can't be established.
ECDSA key fingerprint is 25:cc:73:b5:b3:96:75:3d:56:19:49:d2:5c:1f:91:3b.
Are you sure you want to continue connecting (yes/no)? yes
Permanently added 'example.com' (ECDSA) to the list of known hosts.
Password for user@example.com: user_password

SSH utilizes a key fingerprint system to verify the authenticity of the server when the client
connects. When the user accepts the key’s fingerprint by typing yes when connecting for the first
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time, a copy of the key is saved to ~/.ssh/known_hosts in the user’s home directory. Future attempts
to login are verified against the saved key and 

Instead of using passwords, a client can be configured to connect to the remote machine using keys.
For security reasons, this is the preferred method.

ssh-keygen(1) can be used to generate the authentication keys. To generate a public and private key
pair, specify the type of key and follow the prompts. It is recommended to protect the keys with a
memorable, but hard to guess passphrase.

% ssh-keygen -t rsa -b 4096

The output should be similar to the following:

Generating public/private rsa key pair.
Enter file in which to save the key (/home/user/.ssh/id_rsa):
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Created directory '/home/user/.ssh/.ssh'.
Enter passphrase (empty for no passphrase):
Enter same passphrase again:
Your identification has been saved in /home/user/.ssh/id_rsa.
Your public key has been saved in /home/user/.ssh/id_rsa.pub.
The key fingerprint is:
SHA256:54Xm9Uvtv6H4NOo6yjP/YCfODryvUU7yWHzMqeXwhq8 user@host.example.com
The key's randomart image is:
+---[RSA 2048]----+
|                 |

The following command tells ssh(1) to create a tunnel:

% ssh -D 8080 user@example.com

This example uses the following options:

-D

Specifies a local "dynamic" application-level port forwarding.

user@foo.example.com

The login name to use on the specified remote SSH server.

An SSH tunnel works by creating a listen socket on localhost on the specified localport.
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This method can be used to wrap any number of insecure TCP protocols such as SMTP, POP3, and
FTP.

public
key and these keys will be added in .ssh/authorized_keys. The process for generating the keys is
described in Key-based Authentication.
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Then restart the server executing the following command:

# service sshd reload

It is strongly recommended to follow the security improvements indicated in SSH Server Security
Options.

AllowUsers root@192.168.1.32 user

After making all the changes, and before restarting the service, it is recommended to verify that the
configuration made is correct by executing the following command:

# sshd -t
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If the configuration file is correct, no output will be shown. In case the configuration file is
incorrect, it will show something like this:

/etc/ssh/sshd_config: line 3: Bad configuration option: sdadasdasdasads
/etc/ssh/sshd_config: terminating, 1 bad configuration options

After making the changgFÜR��&óf�FR�∞ey for the certificate and should be stored in a

secure location. If this falls in the hands of others, it can be used to impersonate the user or the
server.

Execute the following command to generate the certificate:
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# openssl req -new -nodes -out req.pem -keyout cert.key -sha3-512 -newkey rsa:4096

The output should be similar to the following:

Generating a RSA private key
......................................................................................

........................................+++++

...........+++++
writing new private key to '/etc/ssl/private/cert.key'
Enter PEM pass phrase:
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Verifying - Enter PEM pass phrase:
-----
You are about to be asked to enter information that will be incorporated
into your certificate request.
What you are about to enter is what is called a Distinguished Name or a DN.
There are quite a few fields but you can leave some blank
For some fields there will be a default value,
If you enter '.', the field will be left blank.
-----
Country Name (2 letter code) [AU]:ES
State or Province Name (full name) [Some-State]:Valencian Community
Locality Name (eg, city) []:Valencia
Organization Name (eg, company) [Internet Widgits Pty Ltd]:My Company

00206124D94D0000:error:1C8000D8:Provider routines:OSSL_provider_init_int:self test
post failure:crypto/openssl/providers/fips/fipsprov.c:707:
00206124D94D0000:error:078C0105:common libcrypto routines:provider_init:init
fail:crypto/openssl/crypto/provider_core.c:932:name=fips
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The check can be configured through the creation of a file in /etc/ssl/fipsmodule.cnf, which will then
be referenced in OpenSSL’s main configuration file /etc/ssl/openssl.cnf. OpenSSL provides the
openssl-fipsinstall(1) utility to help with this process, which can be us�∆¿

# application. This file contains configuration data required by the OpenSSL
# fips provider. It contains a named section e.g. [fips_sect] which is
# referenced from the [provider_sect] below.
# Refer to the OpenSSL security policy for more information.
.include /etc/ssl/fipsmodule.cnf

[...]

# List of providers to load
[provider_sect]
default = default_sect
# The fips section name should match the section name inside the
# included fipsmodule.cnf.
fips = fips_sect

# If no providers are activated explicitly, the default one is activated implicitly.
# See man 7 OSSL_PROVIDER-default for more details.
#
# If you add a section explicitly activating any other provider(s), you most
# probably need to explicitly activate the default provider, otherwise it
# becomes unavailable in openssl.  As a consequence applications depending on
# OpenSSL may not work correctly which could lead to significant system
# problems including inability to remotely access the system.
[default_sect]
activate = 1

354

https://man.freebsd.org/cgi/man.cgi?query=openssl-fipsinstall&sektion=1&format=html


With this done, it should be possible to confirm that the FIPS module is effectively available and
working:

# echo test | openssl aes-128-cbc -a -provider fips -pbkdf2

The output should be similar to the following:

enter AES-128-CBC encryption password:
Verifying - enter AES-128-CBC encryption password:
U2FsdGVkX18idooW6e3LqWeeiKP76kufcOUClh57j8U=

This procedure has to be repeated every time the FIPS module is modified, e.g., after performing
system updates, or after applying security fixes affecting OpenSSL in the base system.

16.9. Kerberos
Kerberos is a network authentication protocol which was originally created by the Massachusetts
Institute of Technology (MIT) as a way to securely provide authentication across a potentially
hostile network. The Kerberos protocol uses strong cryptography so that both a client and server
can prove thdy/heimdal in the Ports Collection.

administrative grouping, called a "realm". A typical user principal would be of the form user@REALM
(realms are traditionally uppercase).

This section provides a guide on how to set up Kerberos using the Heimdal distribution included in
FreeBSD.

For purposes of demonstrating a Kerberos installation, the name spaces will be as follows:

• The DNS domain (zone) will be example.org.
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• The Kerberos realm will be EXAMPLE.ORG.

large organizations that have their own DNS servers, the above example could be trimmed to:

[libdefaults]
      default_realm = EXAMPLE.ORG
[domain_realm]
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    .example.org = EXAMPLE.ORG

With the following lines being included in the example.org zone file:

_kerberos._udp      IN  SRV     01 00 88 kerberos.example.org.
_kerberos._tcp      IN  SRV     01 00 88 kerberos.example.org.

# kadmin -l
kadmin> init EXAMPLE.ORG
Realm max ticket life [unlimited]:

Lastly, while still in kadmin, create the first principal using add. Stick to the default options for the
principal for now, as these can be changed later with modify. Type ? at the prompt to see the
available options.

kadmin> add tillman

The output should be similar to the following:
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. The version from the KDC can be used as-is, or it can be
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regenerated on the new system.

Next, create /etc/krb5.keytab on the server. This is the main part of "Kerberizing" a service - it
corresponds to generating a secret shared between the service and the KDC. The secret is a
cryptographic key, stored in a "keytab". The keytab contains the server’s host key, which allows it
and the KDC to verify each others' identity. It must be transmitted to the server in a secure fashion,
as the security of the server can be broken if the key is made public. Typically, the keytab is
generated on an administrator’s trusted machine using kadmin, then securely transferred to the
server, e.g., with scp(1); it can also be created directly on the server if that is consistent with the

kadmin> add --random-key host/myserver.example.org
Max ticket life [unlimited]:
Max renewable life [unlimited]:
Principal expiration time [never]:
Password expiration time [never]:
Attributes []:
kadmin> ext_keytab host/myserver.example.org
kadmin> exit

Note that ext_keytab stores the extracted key in /etc/krb5.keytab by default. This is good when being
run on the server being kerberized, but the --keytab path/to/file argument should be used when
the keytab is being extracted elsewhere:

# kadmin
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The output should be similar to the following:

kadmin> ext_keytab --keytab=/tmp/example.keytab host/myserver.example.org
kadmin> exit

The keytab can then be securely copied to the server using scp(1) or a removable media. Be sure to
specify a non-default keytab name to avoid inserting unneeded keys into the system’s keytab.

At this point, the server can read encrypted messages from the KDC using its shared key, stored in
krb5.keytab. It is now ready for the Kerberos-using services to be enabled. One of the most common
such services is sshd(8), which supports Kerberos via the GSS-API. In /etc/ssh/sshd_config, add the
line:

 and .k5users files, placed in a user’s home directory, can be used to solve this problem.
For example, if the following .k5login is placed in the home directory of webdevelopers, both
principals listed will have access to that account without requiring a shared password:

tillman@example.org
jdoe@example.org
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Refer to ksu(1) for more information about .k5users

ten hours, use modify_principal at the kadmin(8) prompt to change the maxlife of both the
principal in question and the krbtgt principal. The principal can then use kinit -l to request a
ticket with a longer lifetime.

• When running a packet sniffer on the KDC to aid in troubleshooting while running kinit from a
workstation, the Ticket Granting Ticket (TGT) is sent immediately, even before the password is
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typed. This is because the Kerberos server freely transmits a TGT to any unauthorized request.
However, every TGT is encrypted in a key derived from the user’s password. When a user types
their password, it is not sent to the KDC, it is instead used to decrypt the TGT that kinit already
obtained. If the decryption process results in a valid ticket with a valid time stamp, the user has
valid Kerberos credentials. These credentials include a session key for establishing secure
communications with the Kerberos server in the future, as well as the actual TGT, which is
encrypted with the Kerberos server’s own key. This second layer of encryption allows the
Kerberos server to verify the authenticity of each TGT.

• Host principals can have a longer ticket lifetime. If the user principal has a lifetime of a week
but the host being connected to has a lifetime of nine hours, the user cache will have an expired
host principal and the ticket cache will not work as expected.

•
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• Heimdal Kerberos project wiki page

16.10. TCP Wrappers
TCP Wrappers is a host-based network access control system. By intercepting incoming network
requests before they reach the actual network service, TCP Wrappers assess whether the source IP
address is permitted or denied access based on predefined rules in configuration files.

However, while TCP Wrappers provide basic access control, they should not be considered a
substitute for more robust security measures. For comprehensive protection, it’s recommended to
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# service inetd restart

16.10.2. Advanced Configuration

TCP Wrappers provides advanced options to allow more control over the way connections are
handled. In some cases, it may be appropriate to return a comment to certain hosts or daemon
connections. In other cases, a log entry should be recorded or an email sent to the administrator.
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The output should be similar to the following in case of using NFSv4 ACLs:

# file: test
# owner: freebsduser
# group: freebsduser
            owner@:rw-p--aARWcCos:-------:allow
            group@:r-----a-R-c--s:-------:allow
         everyone@:r-----a-R-c--s:-------:allow

And the output should be similar to the following in case of using POSIW&÷ó76ñˆÁ2�f˜"�FÜR�fñ∆R�˜vÊW ’s POSIX.1e ACL

entry and read and write permissions for group mail on file:

% setfacl -m u::rwx,g:mail:rw file

To do the same as in the previous example but in NFSv4 ACL:

% setfacl -m owner@:rwxp::allow,g:mail:rwp::allow file

To remove all ACL entries except for the three required from file in POSIX.1e ACL:

% setfacl -bn file
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To remove all ACL entries in NFSv4 ACL:

% setfacl -b file

Refer to getfacl(1) and setfacl(1) for more information about the options available for these
commands.

16.12. Capsicum
Capsicum is a lightweight OS capability and sandbox framework implementing a hybrid capability
system model. Capabilities are unforgeable tokens of authority that can be delegated and must be
presented to perform an action. Capsicum makes file descriptors into capabilities.

Capsicum can be used for application and library compartmentalisation, the decomposition of
larger bodies of software into isolated (sandboxed) components in order to implement security
policies and limit the impact of software vulnerabilities.

16.13. Process Accounting
Process accounting is a security method in which an administrator may keep track of system

information, including all the commands issued by all users. Write access to the files is limited to
root, and read access is limited to root and members of the wheel group. To also prevent members
of wheel from reading the files, change the mode of the /var/account directory to allow access only
by root.

Once enabled, accounting will begin to track information such as CPU statistics and executed
commands. All accounting logs are in a non-human readable format which can be viewed using
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sa(8). Iates both methods for controlling resources, beginning with the traditional

method.

16.14.1. Types of Resources

FreeBSD provides limits for various types of resources, including:

Table 30. Resource types

Type Description

CPU Time Limits the amount of CPU time a process can
consume

Memory Controls the amount of physical memory a
process can use
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Type Description

Open Files Limits the number of files a process can have
open simultaneously

# cap_mkdb /etc/login.conf
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chpass(1) can be used to change the class to the desired user by executing the following command:

# chpass username

This will open a text editor, add the new limited class there as follows:

#Changing user information for username.
Login: username
Password: $6$2H.419USdGaiJeqK$6kgcTnDadasdasd3YnlNZsOni5AMymibkAfRCPirc7ZFjjv
DVsKyXx26daabdfqSdasdsmL/ZMUpdHiO0
Uid [#]: 1001

processes or users, regardless of their user class.

The first step to use rctl(8) will be to enable it adding the following line to /boot/loader.conf and
reboot the system:

kern.racct.enable=1

Then enable and start the rctl(8) service by executing the following commands:

# sysrc rctl_enable="YES"
# service rctl start
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Then rctl(8) may be used to set rules for the system.

Rule syntax (rctl.conf(5)) is controlled through the use of a subject, subject-id, resource, and action,
as seen in this example rule:

subject:subject-id:resource:action=amount/per

For example to constrained the user to add no more than 10 processes execute the following
command:

# rctl -a user:username:maxproc:deny=10/user

To check the applied resource limits the rctl(8) command can be executed:

# rctl

pkg polls a database for security issues. The database is updated and maintained by the FreeBSD
Security Team and ports developers.

Installation provides periodic(8) configuration files for maintaining the pkg audit database, and
provides a programmatic method of keeping it updated.

After installation, and to audit third party utilities as part of the Ports Collection at any time, an
administrator may choose to update the database and view known vulnerabilities of installed
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packages by invoking:

% pkg audit 
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16.16.1. Format of a Security Advisory

Here is an example of a FreeBSD security advisory:

-----BEGIN PGP SIGNED MESSAGE-----
Hash: SHA512

=============================================================================
FreeBSD-SA-23:07.bhyve                                      Security Advisory
                                                          The FreeBSD Project

Topic:          bhyve privileged guest escape via fwctl

Category:       core
Module:         bhyve
Announced:      2023-08-01

A malicious, privileged software running in a guest VM can exploit the
buffer overflow to achieve code execution on the host in the bhyve
userspace process, which typically runs as root.  Note that bhyve runs
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in a Capsicum sandbox, so malicious code is constrained by the
capabilities available to the bhyve process.

IV.  Workaround

No workaround is available.  bhyve guests that are executed without the
"-l bootrom" option are unaffected.

V.   Solution

Upgrade your vulnerable system to a supported FreeBSD stable or
release / security branch (releng) dated after the correction date.

Perform one of the following:

1) To update your vulnerable system via a binary patch:

Systems running a RELEASE version of FreeBSD on the amd64, i386, or
(on FreeBSD 13 and later) arm64 platforms can be updated via the
freebsd-update(8) utility:

# freebsd-update fetch
# freebsd-update install

Restart all affected virtual machines.

2) To update your vulnerable system via a source code patch:

The following patches have been verified to apply to the applicable
FreeBSD release branches.

a) Download the relevant patch from the location below, and verify the
detached PGP signature using your PGP utility.

[FreeBSD 13.2]
# fetch https://security.FreeBSD.org/patches/SA-23:07/bhyve.13.2.patch
# fetch https://security.FreeBSD.org/patches/SA-23:07/bhyve.13.2.patch.asc
# gpg --verify bhyve.13.2.patch.asc

[FreeBSD 13.1]
# fetch https://security.FreeBSD.org/patches/SA-23:07/bhyve.13.1.patch
# fetch https://security.FreeBSD.org/patches/SA-23:07/bhyve.13.1.patch.asc
# gpg --verify bhyve.13.1.patch.asc

b) Apply the patch.  Execute the following commands as root:

# cd /usr/src
# patch < /path/to/patch

c) Recompile the operating system using buildworld and installworld as
described in <URL:https://www.FreeBSD.org/handbook/makeworld.html>.
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The latest revision of this advisory is available at
<URL:https://security.FreeBSD.org/advisories/FreeBSD-SA-23:07.bhyve.asc>
-----BEGIN PGP SIGNATURE-----

iQIzBAEBCgAdFiEEthUnfoEIffdcgYM7bljekB8AGu8FAmTJdsIACgkQbljekB8A
Gu8Q1Q/7BFw5Aa0cFxBzbdz+O5NAImj58MvKS6xw61bXcYr12jchyT6ENC7yiR+K
qCqbe5TssRbtZ1gg/94gSGEXccz5OcJGxW+qozhcdPUh2L2nzBPkMCrclrYJfTtM
cnmQKjg/wFZLUVr71GEM95ZFaktlZdXyXx9Z8eBzow5rXexpl1TTHQQ2kZZ41K4K
KFhup91dzGCIj02cqbl+1h5BrXJe3s/oNJt5JKIh/GBh5THQu9n6AywQYl18HtjV
fMb1qRTAS9WbiEP5QV2eEuOG86ucuhytqnEN5MnXJ2rLSjfb9izs9HzLo3ggy7yb
hN3tlbfIPjMEwYexieuoyP3rzKkLeYfLXqJU4zKCRnIbBIkMRy4mcFkfcYmI+MhF
NPh2R9kccemppKXeDhKJurH0vsetr8ti+AwOZ3pgO21+9w+mjE+EfaedIi+JWhip
hwqeFv03bAQHJdacNYGV47NsJ91CY4ZgWC3ZOzBZ2Y5SDtKFjyc0bf83WTfU9A/0
drC0z3xaJribah9e6k5d7lmZ7L6aHCbQ70+aayuAEZQLr/N1doB0smNi0IHdrtY0
JdIqmVX+d1ihVhJ05prC460AS/Kolqiaysun1igxR+ZnctE9Xdo1BlLEbYu2KjT4
LpWvSuhRMSQaYkJU72SodQc0FM5mqqNN42Vx+X4EutOfvQuRGlI=
=MlAY
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Workaround field indicates if a workaround is available to system administrators who cannot
immediately patch the system.

• The Solution field provides the instructions for patching the affected system. This is a step by
step tested and verified method for getting a system patched and working securely.

• The Correction Details field displays each affected Subversion or Git branch with the revision
number that contains the corrected code.
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• The References field offers sources of additional information regarding the vulnerability.
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Chapter 17. Jails and Containers

17.1. Synopsis
Since system administration is a difficult task, many tools have been developed to make life easier
for the administrator. These tools often enhance the way systems are installed, configured, and
maintained. One of the tools which can be used to enhance the security of a FreeBSD system is jails.
Jails have been available since FreeBSD 4.X and continue to be enhanced in their usefulness,
performance, reliability, and security.

Jails build upon the chroot(2) concept, which is used to change the root directory of a set of
processes. This creates a safe environment, separate from the rest of the system. Processes created
in the chrooted environment can not access files or resources outside of it. For that reason,
compromising a service running in a chrooted environment should not allow the attacker to
compromise the entire system.

However, a chroot has several limitations. It is suited to easy tasks which do not require much
flexibility or complex, advanced features. Over time, many ways have been found to escape from a
chrooted e

The basics of jail administration, both from inside and outside the jail.

• How to upgrade the different types of jail.

• A incomplete list of the different FreeBSD jail managers.

17.2. Jail Types
Some administrators divide jails into different types, although the underlying technology is the
same. Each administrator will have to assess what type of jail to create in each case depending on
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the problem they have to solve.

Below can be found a list of the different types, their characteristics, and considerations for use.

17.2.1. Thick Jails

A thick jail is a traditional form of FreeBSD Jail. In a thick jail, a complete copy of the base system is
replicated within the jail’s environment. This means that the jail has its own separate instance of
the FreeBSD base system, including libraries, executables, and configuration files. The jail can be
thought of as an almost complete standalone FreeBSD installation, but runnifÁG2�g&ˆ“���FV◊�∆�FR‚�ˆÊ«ê

a minimal subset of base system is duplicated for each thin jail, resulting in less resource
consumption compared to a thick jail. However, this also means that thin jails have less isolation
and independence compared to thick jails. Changes in shared components could potentially affect
multiple thin jails simultaneously.

In summary, a FreeBSD Thin Jail is a type of FreeBSD Jail that replicates a substantial portion, but
not all, of the base system within the isolated environment.

Advantages of Thin Jails:

• Resource Efficiency: Thin jails are more resource-efficient compared to thick jails. Since they
share most of the base system, they consume less disk space and memory. This makes it possible
to run more jails on the same hardware without consuming excessive resources.

• Faster Deployment: Creating and launching thin jails is generally faster compared to thick jails.
This can be particularly advantageous when rapidly deploying multiple instances.

• Unified Maintenance: Since thin jails share the majority of their base system with the host
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system, updates and maintenance of common base system components (such as libraries and
binaries) only need to be done once on the host. This simplifies the maintenance process
compared to maintaining an individual base system for each thick jail.

• Shared Resources: Thin jails can more easily share common resources such as libraries and
binaries with the host system. This can potentially lead to more efficient disk caching and
improved performance for applications within the jail.

Disadvantages of Thin Jails:

• Reduced Isolation: The primary disadvantage of thin jails is that they offer less isolation
compared to thick jails. Since they share a significant portion of the template’s base system,
vulnerabilities or issues affecting shared components could potentially impact multiple jails
simultaneously.

• Security Concerns: The reduced isolation in thin jails could pose security risks, as a compromise
in one jail might have a greater potential to affect other jails or the host system.

•

Zero Administration: A service jail ready service needs only one config line in /etc/rc.conf, a
service which is not service jails ready needs two config lines.

• Resource Efficiency: Service jails are more resource efficient than thin jails, as they do not need
any additional disk space or network resource.

• Faster Deployment: Creating and launching service jails is generally faster compared to thin
jails if only distinct services/daemons shall be jailed and no parallel instances of the same
service/daemon is needed.

• Shared Resources: Service jails share all resources such as libraries and binaries with the host
system. This can potentially lead to more efficient disk caching and improved performance for
applications within the jail.

• Process Isolation: Service jails isolate a particular service, it can not see processes which are not
a child of the service jail, even if they run within the same user account.
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Disadvantages of Service Jails:

• Reduced Isolation: The primary disadvantage of service jails is that they offer no filesystem
isolation compared to thick or thin jails.

• Security Concerns: The reduced isolation in service jails could pose security risks, as a
compromise in one jail might have a greater potential to affect everything on the host system.

Most of the configuration of jails which is discussed below is not needed for service jails. To
understand how jails work, it is recommended to understand those configuration possibilities. The
details about what is needed to configure a service jail is in Configuring service jails.

17.2.4. VNET Jails

A FreeBSD VNET jail is a virtualized environment that allows for the isolation and control of
network resources for processes running within it. It provides a high level of network segmentation
and security by creating a separate network stack for processes within the jail, ensuring that
network traffic within the jail is isolated from the host system and other jails.

In essence, FreeBSD VNET(e jail(8) utility manages jails.

# sysrc jail_enable="YES"
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# sysrc jail_parallel_start="YES"

 With jail_parallel_start, all configured jails will be started in the background.

17.3.2. Networking
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
In this case, zroot was used for the parent dataset, but other datasets could have
been used.

When using UFS, execute the following commands to create the directories:

# mkdir /usr/local/jails/
# mkdir /usr/local/jails/media
# mkdir /usr/local/jails/templates
# mkdir /usr/local/jails/containers

17.3.4. Jail Configuration Files

There are two ways to configure jails.

The first one is to add an entry for each jail to the file /etc/jail.conf  # STARTUP/LOGGING

  exec.start = "/bin/sh /etc/rc"; ②
  exec.stop = "/bin/sh /etc/rc.shutdown"; ③
  exec.consolelog = "/var/log/jail_console_${name}.log"; ④

  # PERMISSIONS
  allow.raw_sockets; ⑤
  exec.clean; ⑥
  mount.devfs; ⑦

  # HOSTNAME/PATH
  host.hostname = "${name}"; ⑧
  path = "/usr/local/jails/containers/${name}"; ⑨

  # NETWORK
  ip4.addr = 192.168.1.151; ⑩
  ip6.addr = ::ffff:c0a8:197 ⑪
  interface = em0; ⑫
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Execute the following command to download the userland:

# fetch https://download.freebsd.org/ftp/releases/amd64/amd64/14.2-RELEASE/base.txz -o
/usr/local/jails/media/14.2-RELEASE-base.txz

Once the download is complete, it will be necessary to extract the contents into the jail directory.
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Execute the following commands to extract the userland into the jail’s directory:

# mkdir -p /usr/local/jails/containers/classic

classic {
  # STARTUP/LOGGING
  exec.start = "/bin/sh /etc/rc";
  exec.stop = "/bin/sh /etc/rc.shutdown";
  exec.consolelog = "/var/log/jail_console_${name}.log";

  # PERMISSIONS
  allow.raw_sockets;
  exec.clean;
  mount.devfs;

  # HOSTNAME/PATH
  host.hostname = "${name}";
  path = "/usr/local/jails/containers/${name}";

  # NETWORK
  ip4.addr = 192.168.1.151;
  interface = em0;
}

Execute the following command to start the jail:

# service jail start classic
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More information on how to manage jails can be found in the section Jail Management.

17.5. Thin Jails

# freebsd-update -b /usr/local/jails/templates/14.2-RELEASE/ fetch install
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Once the update is finished, the template is ready.

To create an OpenZFS Snapshot from the template, execute the following command:

# zfs snapshot zroot/jails/templates/14.2-RELEASE@base

Once the OpenZFS Snapshot has been created, infinite jails can be created using the OpenZFS clone
function.

To create a Thin Jail named thinjail, execute the following command:

# service jail start thinjail

More information on how to manage jails can be found in the section Jail Management.
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17.5.2. Creating a Thin Jail Using NullFS

A jail can be created with reduced duplication of system files by using the Thin Jail technique and
using NullFS to selectively share specific directories from the host system into the jail.

The first step is to create the dataset to save the template, execute the following command if using
OpenZFS:

# zfs create -p zroot/jails/templates/14.2-RELEASE-base

Or this one if using UFS:

executing the following command:

# freebsd-update -b /usr/local/jails/templates/14.2-RELEASE-base/ fetch install

In addition to the base template, it is also necessary to create a directory where the skeleton will be
located. Some directories will be copied from the template to the skeleton.

Execute the following command to create the dataset for the skeleton in case of using OpenZFS:

# zfs create -p zroot/jails/templates/14.2-RELEASE-skeleton
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Or this one in case of using UFS:

# zfs snapshot zroot/jails/templates/14.2-RELEASE-skeleton@base
# zfs clone zroot/jails/templates/14.2-RELEASE-skeleton@base
zroot/jails/containers/thinjail

In case of using UFS the cp(1) program can be used by executing the following command:

# cp -R /usr/local/jails/templates/14.2-RELEASE-skeleton
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/usr/local/jails/containers/thinjail

Then create the directory in which the base template and the skeleton will be mounted:

/usr/local/jails/templates/14.2-RELEASE-base  /usr/local/jails/thinjail-nullfs-base/
nullfs   ro          0 0
/usr/local/jails/containers/thinjail     /usr/local/jails/thinjail-nullfs-
base/skeleton nullfs  rw  0 0

Execute the following command to start the jail:

# service jail start thinjail

17.5.3. Creating a VNET Jail

FreeBSD VNET Jails have their own distinct networking stack, including interfaces, IP addresses,
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routing tables, and firewall rules.

The first step to create a VNET jail is to create the bridge(4) by executing the following command:

  path = "/usr/local/jails/containers/${name}";
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  host.hostname = "${name}";

  # VNET/VIMAGE
  vnet;
  vnet.interface = "${epair}b";

  # NETWORKS/INTERFACES
  $id = "154"; ①
  $ip = "192.168.1.${id}/24";
  $gateway = "192.168.1.1";
  $bridge = "bridge0"; ②
  $epair = "epair${id}";

  # ADD TO bridge INTERFACE
  exec.prestart  = "/sbin/ifconfig ${epair} create up";
  exec.prestart += "/sbin/ifconfig ${epair}a up descr jail:${name}";
  exec.prestart += "/sbin/ifconfig ${bridge} addm ${epair}a up";

Once enabled, it can be started without rebooting by executing the following command:

# service linux start

The next step will be to create a jail as indicated above, for example in Creating a Thin Jail Using
OpenZFS Snapshots, but without performing the configuration. FreeBSD Linux jails require a
specific configuration that will be detailed below.

Once the jail has been created as explained above, execute the following command to perform
required configuration for the jail and start it:
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  # STARTUP/LOGGING
  exec.start = "/bin/sh /etc/rc";
  exec.stop = "/bin/sh /etc/rc.shutdown";
  exec.consolelog = "/var/log/jail_console_${name}.log";
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  # PERMISSIONS
  allow.raw_sockets;
  exec.clean;
  mount.devfs;
  devfs_ruleset = 4;

  # HOSTNAME/PATH
  host.hostname = "${name}";
  path = "/usr/local/jails/containers/${name}";

  # NETWORK
  ip4.addr = 192.168.1.155;
  interface = em0;

  # MOUNT
  mount += "devfs     $path/compat/ubuntu/dev     devfs     rw  0 0";
  mount += "tmpfs     $path/compat/ubuntu/dev/shm tmpfs     rw,size=1g,mode=1777  0

. The base system services are

service jails ready. They contain a config line which enables networking or lift other restrictions of
jails. Base system services which do not make sense to run inside jails are configured to not be
started as a service jail, even if enabled in /etc/rc.conf. Some examples of such a service are services
which want to mount or unmount something in the start of stop method, or only configure
something like a route, or firewall, or the like.

Third party services may or may not be service jails ready. To check if a service is service jail ready,
the following command can be used:
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# grep _svcj_options /path/to/rc.d/servicename

can be done with jails from the host will be described.

17.6.1. List Running Jails

To list the jails that are running on the host system, the command jls(8) can be used:

# jls

The output should be similar to the following:

   JID  IP Address      Hostname                      Path
     1  192.168.250.70  classic
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/usr/local/jails/containers/classic

jls(8) supports the --libxo argument, which through the libxo(3) library allows other types of
formats to be displayed, such as JSON, HTML, etc.

For example, execute the following command to get the JSON output:

# jls --libxo=json

The output should be similar to the following:

 entry.

FreeBSD takes system security very seriously. For this reason there are certain files that not even
the root user can delete. This functionality is known as File Flags.

The first step is to stop the desired jail executing the following command:

# service jail stop jailname

The second step is to remove these flags with chflags(1) by executing the following command, in
which classic is the name of the jail to remove:

# chflags -R 0 /usr/local/jails/containers/classic

The third step is to delete the directory where the jail was:
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# rm -rf /usr/local/jails/containers/classic

Finally, it will be necessary to remove the jail entry in /etc/jail.conf or in jail.conf.d.

17.6.4. Handle Packages in a Jail

The pkg(8) tool supports the -j argument in order to handle packages installed inside the jail.

For example, to install www/nginx-lite in the jail, the next command can be executed from the
host:

# pkg -j classic install nginx-lite

For more information on working with packages in FreeBSD, see Installing Applications: Packages
and Ports.

17.6.5. Access a Jail

While it has been stated above that it is best to manage jails from the host system, a jail can be
entered with jexec(8).

The jail can be entered by running jexec(8) from the host:

# jexec -u root jailname

When gaining access to the jail, the message configured in motd(5) will be displayed.

17.6.6. Execute Commands in a Jail

To execute a command from the host system in a jail the jexec(8) can be used.

For example, to stop a service that is running inside a jail, the command will be executed:

# jexec -l jailname service nginx stop

17.7. Jail Upgrading
Upgrading FreeBSD Jails ensures that the isolated environments remain secure, up-to-date, and in
line with the latest features and improvements available in the FreeBSD ecosystem.

17.7.1. Upgrading a Classic Jail or a Thin Jail using OpenZFS Snapshots

Jails must be updated from the host operating system. The default behavior in FreeBSD is to
disallow the use of chflags(1) in a jail. This will prevent the update of some files so updating from
within the jail will fail.
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To update the jail to the latest patch release of the version of FreeBSD it is running, execute the
following commands on the host:

# freebsd-update -j classic fetch install
# service jail restart classic

To upgrade the jail to a new major or minor version, first upgrade the host system as described in
Performing Major and Minor Version Upgrades. Once the host has been upgraded and rebooted, the
jail can then be upgraded.


In case of upgrade from one version to another, it is easier to create a new jail than
to upgrade completely.

For example to upgrade from 13.1-RELEASE to 13.2-RELEASE, execute the following commands on

Since Thin Jails that use NullFS share the majority of system directories, they are very easy to
update. It is enough to update the template. This allows updating multiple jails at the same time.

To update the template to the latest patch release of the version of FreeBSD it is running, execute
the following commands on the host:

# freebsd-update -b /usr/local/jails/templates/13.1-RELEASE-base/ fetch install
# service jail restart
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To upgrade the template to a new major or minor version, first upgrade the host system as
described in Performing Major and Minor Version Upgrades. Once the host has been upgraded and
rebooted, the template can then be upgraded.

For example, to upgrade from 13.1-RELEASE to 13.2-RELEASE, execute the following commands on
the host:

For example, to limit the maximum RAM that a jail can access, run the following command:

# rctl -a jail:classic:memoryuse:deny=2G

To make the limitation persistent across reboots of the host system, it will be necessary to add the
rule to the /etc/rctl.conf file as follows:

jail:classic:memoryuse:deny=2G/jail

More information on resource limits can be found in the security chapter in the Resource Limits
section.

17.9. Jail Managers and Containers
As previously explained, each type of FreeBSD Jail can be created and configured manually, but
FreeBSD also has third-party utilities to make configuration and administration easier.
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Below is an incomplete list of the different FreeBSD Jail managers:

Table 31. Jail Managers

Name License Package Documentation

ezjail Beer Ware sysutils/ezjail Documentation
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Chapter 18. Mandatory Access Control

18.1. Synopsis
FreeBSD supports security extensions based on the POSIX®.1e draft. These security mechanisms
include file system Access Control Lists (“Access Control Lists”) and Mandatory Access Control
(MAC). MAC allows access control modules to be loaded in order to implement security policies.
Some modules provide protections for a narrow subset of the system, hardening a particular
service. Others provide comprehensive labeled security across all subjects and objects. The
mandatory part of the definition indicates that enforcement of controls is performed by
administrators and the operating system. This is in contrast to the default security mechanism of
Discretionary Access Control (DAC) where enforcement is left to the discretion of users.

This chapter focuses on the MAC framework and the set of pluggable security policy modules
FreeBSD provides for enabling various security mechanisms.

After reading this chapter, you will know:

• The terminology associated with the MAC framework.

should not be relied upon to completely secure a system. The MAC framework only
augments an existing security policy. Without sound security practices and regular
security checks, the system will never be completely secure.

The examples contained within this chapter are for demonstration purposes and
the example settings should not  be implemented on a production system.
Implementing any security policy takes a good deal of understanding, proper
design, and thorough testing.

While this chapter covers a broad range of security issues relating to the MAC framework, the
development of new MAC security policy modules will not be covered. A number of security policy
modules included with the MAC framework have specific characteristics which are provided for
both testing and new module development. Refer to mac_test(4) , mac_stub(4)  and mac_none(4)  for
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more information on these security policy modules and the various mechanisms they provide.

18.2. Key Terms
The following key terms are used when referring to the MAC framework:

• compartment: a set of programs and data to be partitioned or separated, where users are given
explicit access to specific component of a system. A compartment represents a grouping, such as
a work group, department, project, or topic. Compartments make it possible to implement a
need-to-know-basis security policy.

• integrity: the level of trust which can be placed on data. As the integrity of the data is elevated,
so does the ability to trust that data.

• level

policy: a collection of rules which defines how objectives are to be achieved. A policy usually
documents how certain items are to be handled. This chapter considers a policy to be a
collection of rules which controls the flow of data and information and defines who has access
to that data and information.

• high-watermark: this type of policy permits the raising of security levels for the purpose of
accessing higher level information. In most cases, the original level is restored after the process
is complete. Currently, the FreeBSD MAC framework does not include this type of policy.

• low-watermark: this type of policy permits lowering security levels for the purpose of accessing
information which is less secure. In most cases, the original security level of the user is restored
after the process is complete. The only security policy module in FreeBSD to use this is
mac_lomac(4).
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• sensitivity: usually used when discussing Multilevel Security (MLS). A sensitivity level describes
how important or secret the data should be. As the sensitivity level increases, so does the
importance of the secrecy, or confidentiality, of the data.

18.3. Understanding MAC Labels
A MAC label is a security attribute which may be applied to subjects and objects throughout the
system. When setting a label, the administrator must understand its implications in order to
prevent unexpected or undesired behavior of the system. The attributes available on an object
depend on the loaded policy module, as policy modules interpret their attributes in different ways.

The security label on an object is used as a part of a security access control decision by a policy.
With some policies, the label contains all of the information necessary to make a decision. In other
policies, the labels may be processed as part of a larger rule set.

There are two types of label policies: single label and multi label. By default, the system will use


Some users have experienced problems with setting the multilabel flag on the root
partition. If this is the case, please review Troubleshooting the MAC Framework.

Since the multi label policy is set on a per-file system basis, a multi label policy may not be needed
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if the file system layout is well designed. Consider an example security MAC model for a FreeBSD
web server. This machine uses the single label, biba/high, for everything in the default file systems.
If the web server needs to run at biba/low to prevent write up capabilities, it could be installed to a
separate UFS /usr/local file system set at 

getpmac is usually used instead. This command
takes a process ID (PID) in place of a command name. If users attempt to manipulate a file not in
their access, subject to the rules of the loaded policy modules, the Operation not permitted error
will be displayed.

18.3.2. Predefined Labels

A few FreeBSD policy modules which support the labeling feature offer three predefined labels: low,
equal, and high, where:

• low is considered the lowest label setting an object or subject may have. Setting this on objects
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or subjects blocks their access to objects or subjects marked high.

• equal

 in order to access objects in a compartment from
which they are not restricted.

18.3.4. User Labels

Users are required to have labels so that their files and processes properly interact with the
security policy defined on the system. This is configured in /etc/login.conf using login classes. Every
policy module that uses labels will implement the user class setting.

To set the user class default label which will be enforced by MAC, add a label entry. An example
label entry containing every policy module is displayed below. Note that in a real configuration, the
administrator would never enable every policy module. It is recommended that the rest of this
chapter be reviewed before any configuration is implemented.
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default:\
    :copyright=/etc/COPYRIGHT:\
    :welcome=/etc/motd:\
    :setenv=MAIL=/var/mail/$,BLOCKSIZE=K:\
    :path=~/bin:/sbin:/bin:/usr/sbin:/usr/bin:/usr/local/sbin:/usr/local/bin:\
    :manpath=/usr/share/man /usr/local/man:\
    :nologin=/usr/sbin/nologin:\
    :cputime=1h30m:\
    :datasize=8M:\
    :vmemoryuse=100M:\
    :stacksize=2M:\
    :memorylocked=4M:\
    :memoryuse=8M:\
    :filesize=8M:\
    :coredumpsize=8M:\
    :openfiles=24:\
    :maxproc=32:\
    :priority=0:\
    :requirehome:\
    :passwordtime=91d:\
    :umask=022:\
    :ignoretime@:\
    :label=partition/13,mls/5,biba/10(5-15),lomac/10[2]:

While users can not modify the default value, they may change their label after they login, subject
to the constraints of the policy%rmitted to access networkinterfaces with a label of low.

maclabel may be passed to ifconfig:

# ifconfig bge0 maclabel biba/equal

This example will set the MAC label of biba/equal on the bge0 interface. When using a setting
similar to biba/high(low-high), the entire label should be quoted to prevent an error from being

405



returned.

Each policy module which supports labeling has a tunable which may be used to disable the MAC

of the system administrator.

It is the duty of the system administrator to carefully select the correct security policy modules. For
an environment that needs to limit access control over the network, the mac_portacl(4),
mac_ifoff(4), and mac_biba(4) policy modules make good starting points. For an environment
where strict confidentiality of file system objects is required, consider the mac_bsdextended(4) and
mac_mls(4) policy modules.

Policy decisions could be made based on network configuration. If only certain users should be
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permitted access to ssh(1), the mac_portacl(4) policy module is a good choice. In the case of file
systems, access to objects might be considered confidential to some users, but not to others. As an
example, a large development team might be broken off into smaller projects where developers in
project A might not be permitted to access objects written by developers in project B. Yet both
projects might need to access objects created by developers in project C. Using the different security
policy modules provided by the MAC framework, users could be divided into these groups and then
given access to the appropriate objects.

Each security policy module has a unique way of dealing with the overall security of a system.
Module selection should be based on a well thought out security policy which may require revision
and reimplementation. Understanding the different security policy modules offered by the MAC
framework will help administrators choose the best policies for their situations.

The rest of this chapter covers the available modules, describes their use and configuration, and in
some cases, provides insight on applicable situations.

Kernel configuration line: options MAC_SEEOTHERUIDS

Boot option: mac_seeotheruids_load="YES"

The mac_seeotheruids(4) module extends the security.bsd.see_other_uids and
security.bsd.see_other_gids sysctl tunables. This option does not require any labels to be set
before configuration and can operate transparently with other modules.

After loading the module, the following sysctl tunables may be used to control its features:

• security.mac.seeotheruids.enabled enables the module and implements the default settings
which deny users the ability to view processes and sockets owned by other users.

• security.mac.seeotheruids.specificgid_enabled allows specified groups to be exempt from this
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policy. To exempt specific groups, use the security.mac.seeotheruids.specificgid=XXX sysctl
tunable, replacing XXX with the numeric group ID to be exempted.

• security.mac.seeotheruids.primarygroup_enabled is used to exempt specific primary groups from
this policy. When using this tunable, security.mac.seeotheruids.specificgid_enabled may not be
set.

18.5.2. The MAC BSD Extended Policy

Module name: mac_bsdextended.ko

home directory:

# ugidfw set 2 subject uid user1 object uid user2 mode n
# ugidfw set 3 subject uid user1 object gid user2 mode n

Instead of user1, not uid user2 could be used in order to enforce the same access restrictions for all
users. However, the root user is unaffected by these rules.
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idtype:id:protocol:port. The
idtype is either uid or gid. The protocol parameter can be tcp or udp. The port parameter is the
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# setpmac partition/13 top

This command displays the partition label and the process list:

# ps Zax

This command displays another user’s process partition label and that user’s currently running
processes:

# ps -ZU trhodes



objects on its own level or above, but not beneath.
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• Secrecy, or the prevention of inappropriate disclosure of data.

• A basis for the design of systems that concurrently handle data at multiple sensitivity levels
without leaking information between secret and confidential.

The following sysctl tunables are available:

• security.mac.mls.enabled is used to enable or disable the MLS policy.

• security.mac.mls.ptys_equal labels all pty(4) devices as mls/equal

Module name: mac_biba.ko

Kernel configuration line: options MAC_BIBA

Boot option: mac_biba_load="YES"

The mac_biba(4) module loads the MAC Biba policy. This policy is similar to the MLS policy with the
exception that the rules for information flow are slightly reversed. This is to prevent the downward
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flow of sensitive information whereas the MLS policy prevents the upward flow of sensitive
information.

In Biba environments, an "integrity" label is set on each subject or object. These labels are made up
of hierarchical grades and non-hierarchical components. As a grade ascends, so does its integrity.

Supported labels are biba/low, 

 and getfmac:

# setfmac biba/low test
# getfmac test
test: biba/low

Integrity, which is different from sensitivity, is used to guarantee that information is not
manipulated by untrusted parties. This includes information passed between subjects and objects.
It ensures that users will only be able to modify or access information they have been given explicit
access to. The mac_biba(4) security policy module permits an administrator to configure which files
and programs a user may see and invoke while assuring that the programs and files are trusted by
the system for that user.
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setfmac and setpmac are used to place labels on system objects:

# setfmac /usr/home/trhodes lomac/high[low]
# getfmac /usr/home/trhodes lomac/high[low]

The auxiliary grade low is a feature provided only by the MACLOMAC policy.

18.6. User Lock Down
This example considers a relatively small storage system with fewer than fifty users. Users will
have login capabilities and are permitted to store data and access resources.

For this scenario, the mac_bsdextended(4) and mac_seeotheruids(4) policy modules could co-exist
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and block access to system objects while hiding user processes.

Begin by adding the following line to /boot/loader.conf:

mac_seeotheruids_load="YES"

The mac_bsdextended(4) security policy module may be activated by adding this line to /etc/rc.conf:

ugidfw_enable="YES"

Default rules stored in /etc/rc.bsdextended will be loaded at system initialization. However, the
default entries may need modification. Since this machine is expected only to service users,
everything may be left commented out except the last two lines in order to force the loading of user
owned system objects by default.
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:manpath=/usr/share/man /usr/local/man:\
:nologin=/usr/sbin/nologin:\
:cputime=1h30m:\
:datasize=8M:\
:vmemoryuse=100M:\
:stacksize=2M:\
:memorylocked=4M:\
:memoryuse=8M:\
:filesize=8M:\

# pw usermod nagios -L insecure
# pw usermod www -L insecure
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18.7.3. Create the Contexts File

A contexts file should now be created as /etc/policy.contexts:

# This is the default BIBA policy for this system.

# System:
/var/run(/.*)?          biba/equal

/dev/(/.*)?         biba/equal

/var                biba/equal
/var/spool(/.*)?        biba/equal

/var/log(/.*)?          biba/equal

/tmp(/.*)?          biba/equal
/var/tmp(/.*)?          biba/equal

/var/spool/mqueue       biba/equal
/var/spool/clientmqueue     biba/equal

# For Nagios:
/usr/local/etc/nagios(/.*)? biba/10

/var/spool/nagios(/.*)?     biba/10

# For apache
/usr/local/etc/apache(/.*)? biba/10

This policy enforces security by setting restrictions on the flow of information. In this specific
configuration, users, including root, should never be allowed to access Nagios. Configuration files
and processes that are a part of Nagios will be completely self contained or jailed.

This file will be read after running setfsmac on every file system. This example sets the policy on
the root file system:

# setfsmac -ef /etc/policy.contexts /

Next, add these edits to the main section of /etc/mac.conf:

default_labels file ?biba
default_labels ifnet ?biba
default_labels process ?biba
default_labels socket ?biba
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18.7.4. Loader Configuration

To finish the configuration, add the following lines to /boot/loader.conf:

mac_biba_load="YES"
mac_seeotheruids_load="YES"
security.mac.biba.trust_all_interfaces=1

And the following line to the network card configuration stored in /etc/rc.conf. If the primary
network configuration is done via DHCP, this may need to be configured manually after every
system boot:

maclabel biba/equal

18.7.5. Testing the Configuration

First, ensure that the web server and Nagios will not be started on system initialization and reboot.
Ensure that rootsysctl(8)

 to disable the mac_biba(4) security policy module and try starting
everything again as usual.



The root user can still change the security enforcement and edit its configuration
files. The following command will permit the degradation of the security policy to
a lower grade for a newly spawned shell:

# setpmac biba/10 csh

To block this from happening, force the user into a range using login.conf(5). If
setpmac(8) attempts to run a command outside of the compartment’s range, an
error will be returned and the command will not be executed. In this case, set root
to biba/high(high-high).
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18.8. Troubleshooting the MAC Framework
This section discusses common configuration errors and how to resolve them.

The multilabel flag does not stay enabled on the root (/) partition

The following steps may resolve this transient error:

1. Edit /etc/fstab and set the root partition to ro for read-only.

2. Reboot into single user mode.

3.

root  to view objects
set at a lower integrity level.

The system no longer recognizes root

When this occurs, whoami  returns 0 and su returns who are you? .

This can happen if a labeling policy has been disabled by sysctl(8)  or the policy module was
unloaded. If the policy is disabled, the login capabilities database needs to be reconfigured.
Double check /etc/login.conf  to ensure that all label  options have been removed and rebuild the
database with cap_mkdb .
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This may also happen if a policy restricts access to master.passwd. This is usually caused by an
administrator altering the file under a label which conflicts with the general policy being used
by the system. In these cases, the user information would be read by the system and access
would be blocked as the file has inherited the new label. Disable the policy using sysctl(8) and
everything should return to normal.
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Chapter 19. Security Event Auditing

19.1. Synopsis
The FreeBSD operating system includes support for security event auditing. Event auditing
supports reliable, fine-grained, and configurable logging of a variety of security-relevant system

: an auditable event is any event that can be logged using the audit subsystem. Examples of
security-relevant events include the creation of a file, the building of a network connection, or a
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user logging in. Events are either "attributable", meaning that they can be traced to an
authenticated user, or "non-attributable". Examples of non-attributable events are any events
that occur before authentication in the login process, such as bad password attempts.

• class: a named set of related events which are used in selection expressions. Commonly used
classes of events include "file creation" (fc), "exec" (ex), and "login_logout" (lo).

• record: an audit log entry describing a security event. Records contain a record event type,

# service auditd start

Users who prefer to compile a custom kernel must include the following line in their custom kernel
configuration file:

options AUDIT
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19.3.1. Event Selection Expressions

Selection expressions are used in a number of places in the audit configuration to determine which
events should be audited. Expressions contain a list of event classes to match. Selection expressions
are evaluated from left to right, and two expressions are combined by appending one onto the
other.

Default Audit Event Classes summarizes the default audit event classes:

Table 32. Default Audit Event Classes

file delete Audit events where file deletion
occurs.

fm file attribute modify Audit events where file
attribute modification occurs,
such as by chown(8), chflags(1),
and flock(2).

fr file read Audit events in which data is
read or files are opened for
reading.
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Class Name Description Action

fw

The following example selection string selects both successful and failed login/logout events, but
only successful execution events:

424

https://man.freebsd.org/cgi/man.cgi?query=login&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=logout&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=connect&sektion=2&format=html
https://man.freebsd.org/cgi/man.cgi?query=accept&sektion=2&format=html
https://man.freebsd.org/cgi/man.cgi?query=exec&sektion=3&format=html
https://man.freebsd.org/cgi/man.cgi?query=exit&sektion=3&format=html


lo,+ex

19.3.2. Configuration Files

The following configuration files for security event auditing are found in /etc/security:

• audit_class: contains the definitions of the audit classes.

• If the 

dist field is set to on or yes, hard links will be created to all trail files in /var/audit/dist.

The flags field sets the system-wide default preselection mask for attributable events. In the
example above, successful and failed login/logout events as well as authentication and
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authorization are audited for all users.

The minfree entry defines the minimum percentage of free space for the file system where the audit
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Audit trails consist of a series of audit records made up of tokens, which praudit prints sequentially,
one per line. Each token is of a specific type, such as header (an audit record header) or path (a file
path from a name lookup). The following is an example of an execve event:

header,133,10,execve(2),0,Mon Sep 25 15:58:03 2006, + 384 msec
exec arg,finger,doug
path,/usr/bin/finger
attribute,555,root,wheel,90,24918,104944
subject,robert,root,wheel,root,wheel,38439,38032,42086,128.232.9.100
return,success,0
trailer,133

/etc/devfs.rules:
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add path 'auditpipe*' mode 0440 group audit

See devfs.rules(5) for more information on configuring the devfs file system.



It is easy to produce audit event feedback cycles, in which the viewing of each
audit event results in the generation of more audit events. For example, if all
network I/O is audited, and praudit is run from an SSH session, a continuous
stream of audit events will be generated at a high rate, as each event being printed
will generate another event. For this reason, it is advisable to run praudit on an
audit pipe device from sessions without fine-grained I/O auditing.

#
# Compress audit trail files on close.
#
if [ "$1" = closefile ]; then
        gzip -9 $2
fi
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Other archiving activities might include copying trail files to a centralized server, deleting old trail
files, or reducing the audit trail to remove unneeded records. This script will be run only when
audit trail files are cleanly terminated. It will not be run on trails left unterminated following an
improper shutdown.
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Chapter 20. Storage

20.1. Synopsis

 for details.

The partition scheme is created, and then a single partition is added. To improve performance on
newer disks with larger hardware block sizes, the partition is aligned to one megabyte boundaries:

# gpart create -s GPT ada1
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# gpart add -t freebsd-ufs -a 1M ada1

Depending on use, several smaller partitions may be desired. See gpart(8) for options to create
partitions smaller than a whole disk.

Determine the device name of the disk to be resized by inspecting /var/run/dmesg.boot. In this
example, there is only one SATA disk in the system, so the drive will appear as ada0.

List the partitions on the disk to see the current configuration:

# gpart show ada0
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=>      34  83886013  ada0  GPT  (48G) [CORRUPT]


There is risk of data loss when modifying the partition table of a mounted file
system. It is best to perform the following steps on an unmounted file system while
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running from a live CD-ROM or USB device. However, if absolutely necessary, a
mounted file system can be resized after disabling GEOM safety features:

# sysctl kern.geom.debugflags=16

Resize the partition, leaving room to recreate a swap partition of the desired size. The partition to
resize is specified with -i, and the new desired size with -s. Optionally, alignment of the partition is
controlled with -a. This only modifies the size of the partition. The file system in the partit

's strongly recommended to make a backup before growing the file system.
OK to grow file system on /dev/ada0p2, mounted on /, from 38GB to 47GB? [Yes/No] Yes
super-block backups (for fsck -b #) at:
 80781312, 82063552, 83345792, 84628032, 85910272, 87192512, 88474752,
 89756992, 91039232, 92321472, 93603712, 94885952, 96168192, 97450432

If the file system is ZFS, the resize is triggered by running the online subcommand with -e:

# zpool online -e zroot /dev/ada0p2
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Both the partition and the file system on it have now been resized to use the newly-available disk
space.

20.4. USB Storage Devices
Many external storage solutions, such as hard drives, USB thumbdrives, and CD and DVD burners,
use the Universal Serial Bus (USB). FreeBSD provides support for USB 1.x, 2.0, and 3.0 devices.

da0: <STECH Simple Drive 1.04> Fixed Direct Access SCSI-4 device
da0: Serial Number WD-WXE508CAN263
da0: 40.000MB/s transfers
da0: 152627MB (312581808 512 byte sectors: 255H 63S/T 19457C)
da0: quirks=0x2<NO_6_BYTE>
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The brand, device node (da0), speed, and size will differ according to the device.

Since the USB device is seen as a SCSI one, camcontrol can be used to list the USB storage devices
attached to the system:

# camcontrol devlist
<STECH Simple Drive 1.04>          at scbuT

Then, instruct the system to allow regular users to mount file systems by adding the following line
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to /etc/sysctl.conf:

vfs.usermount=1

Since this only takes effect after the next reboot, use sysctl to set this variable now:

# sysctl vfs.usermount=1
vfs.usermount: 0 -> 1

/etc/auto_master:

/media      -media      -nosuid

Then add these lines to /etc/devd.conf:
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notify 100 {
    match "system" "GEOM";
    match "subsystem" "DEV";
    action 

continuously, and not a physical property of the disk. The ISO 9660 file system was designed to deal
with these differences.
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The FreeBSD Ports Collection provides several utilities for burning and duplicating audio and data
CDs. This chapter demonstrates the use of several command line utilities. For CD burning software
with a graphical utility, consider installing the sysutils/xcdroast or sysutils/k3b packages or ports.

20.5.1. Supported Devices

The GENERIC kernel provides support for SCSI, USB, and ATAPICD readers and burners. If a custom
kernel is used, the options that need to be present in the kernns are present:

device ata  # Legacy ATA/SATA controllers
device scbus    # SCSI bus (required for ATA/SCSI)
device pass # Passthrough device (direct ATA/SCSI access)
device cd   # needed for CD and DVD burners



On FreeBSD versions prior to 10.x, this line is also needed in the kernel
configuration file if the burner is an ATAPI device:

device atapicam

Alternately, this driver can be loaded at boot time by adding the following line to
/boot/loader.conf:
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 *
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        1,5,0   105) 'YAMAHA  ' 'CRW4260         ' '1.0q' Removable CD-ROM
        1,6,0   106) 'ARTEC   ' 'AM12S           ' '1.06' Scanner
        1,7,0   107) *
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# mkisofs -R -no-emul-boot -b boot/cdboot -o /tmp/bootable.iso /tmp/myboot

The resulting ISO image can be mounted as a memory disk with:

# mdconfig -a -t vnode -f /tmp/bootable.iso -u 0
# mount -t cd9660 /dev/md0 /mnt

One can then verify that /mnt and /tmp/myboot

cd9660_iconv.ko module to be loaded. This can be done either by adding this line
to loader.conf:

cd9660_iconv_load="YES"

and then rebooting the machine, or by directly loading the module with kldload.
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Occasionally, Device not configured will be displayed when trying to mount a data CD. This usually
means that the CD drive has not detected a disk in the tray, or that the drive is not visible on the
bus. It can take a couple of seconds for a CD drive to detect media, so be patient.

directory:

% cdda2wav -vall -B -Owav

A device name does not need to be specified if there is only one CD device on the system. Refer
to the cdda2wav manual page for instructions on how to specify a device and to learn more about
the other options available for this command.
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2. Use cdrecord to write the 
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hw.ata.atapi_dma="1"

Before attempting to use dvd+rw-tools, consult the Hardware Compatibility Notes.


For a graphical user interface, consider using sysutils/k3b which provides a user
friendly interface to growisofs(1) and many other burning tools.

 to mkisofs(8) and all related

growisofs(1). This is required only when creating an ISO image
file or when writing files directly to a disk. Since a disk created this way must be
mounted as an UDF file system with mount_udf(8), it will be usable only on an UDF
aware operating system. Otherwise it will look as if it contains corrupted files.

To create this type of ISO file:

% mkisofs -R -J -udf -iso-level 3 -o imagefile.iso /path/to/data

To burn files directly to a disk:

444

http://fy.chalmers.se/~appro/linux/DVD+RW/hcn.html
https://cgit.freebsd.org/ports/tree/sysutils/k3b/
https://man.freebsd.org/cgi/man.cgi?query=growisofs&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=growisofs&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=mkisofs&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=mkisofs&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=mkisofs&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=growisofs&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=mkisofs&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=growisofs&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=mount_udf&sektion=8&format=html


# growisofs -dvd-compat -udf -iso-level 3 -Z /dev/cd0 -J -R
/path/to/data

When an ISO image already contains large files, no additional options are required
for growisofs(1) to burn that image on a disk.

Be sure to use an up-to-date version of sysutils/cdrtools, which contains 

not need to be blanked first. Instead, write over the previous recording like this:

# growisofs -Z /dev/cd0 -J -R /path/to/newdata

The DVD+RW format supports appending data to a previous recording. This operation consists of
merging a new session to the existing one as it is not considered to be multi-session writing.
growisofs(1) will grow the ISO 9660 file system present on the media.
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For example, to append data to a DVD+RW, use the following:

# growisofs -M /dev/cd0 -J -R /path/to/nextdata

The same mkisofs(8) options used to burn the initial session should be used during next writes.


Use -dvd-compat for better media compatibility with DVD-ROM drives. When using
DVD+RW, this option will not prevent the addition of data.

To blank the media, use:

# growisofs -Z /dev/cd0=/dev/zero

2le.isoSince growisofs(1)

DAO write, -use-the-force-luke=dao should not be required.

One should instead use restricted overwrite mode with any DVD-RW as this format
is more flexible than the default of incremental sequential.

To write data on a sequential DVD-RW, use the same instructions as for the other DVD formats:

# growisofs -Z /dev/cd0 -J -R /path/to/data

To append some data to a previous recording, use -M with growisofs(1). However, if data is
appended on a DVD-RW in incremental sequential mode, a new session will be created on the disc
and the result will be a multi-session disc.
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A DVD-RW in restricted overwrite format does not need to be blanked before a new initial session.
Instead, overwrite the disc with -Z. It is also possible to grow an existing ISO 9660 file system
written on the disc with -M. The result will be a one-session DVD.

To put a DVD-RW in restricted overwrite format, the following command must be used:

# dvd+rw-format /dev/cd0

To change back to sequential format, use:

# dvd+rw-format -blank=full /dev/cd0

20.6.6. Multi-Session

Few DVD-ROM drives support multi-session DVDs and most of the time only read the first session.

/dev/cd0 while the disc in the
specified drive.

More information about dvd+rw-tools can be found in growisofs(1), on the dvd+rw-tools web site,
and in the cdwrite mailing list archives.


When creating a problem report related to the use of dvd+rw-tools, always include
the output of dvd+rw-mediainfo.
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20.6.8. Using a DVD-RAM

DVD-RAM writers can use either a SCSI or ATAPI interface. For ATAPI devices, DMA access has to be
enabled by adding the following linf the disk and its geometry. The supported geometry values are listed

in /etc/disktab.

To write the disk label, use bsdlabel(8):
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# /sbin/bsdlabel -B -w /dev/fd0 fd1440

3. The floppy is now ready to be high-level formatted with a file system. The floppy’s file
system can be either UFS or FAT, where FAT is generally a better choice for floppies.

To format the floppy with FAT, issue:

dump backs up an entire file system and is unable to backup only part of a
file system or a directory tree that spans multiple file systems. Instead of writing files and
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directories, dump writes the raw data blocks that comprise files and directories.


If dump is used on the root directory, it will not back up /home, /usr, or many other

needed.

A good choice for making a backup of all of the files in a directory is tar(1). This utility dates back to
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Version 6 of AT&T UNIX® and by default assumes a recursive backup to a local tape device.
Switches can be used to instead specify the name of a backup file.

This example creates a compressed backup of the current directory and saves it to
/tmp/mybackup.tgz. When creating a backup file, make sure that the backup is not saved to the
same directory that is being backed up.

Example 28. Backing Up the Current Directory with tar
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Example 31. Backing Up the Current Directory with pax

# pax -wf /tmp/mybackup.pax .

20.8.3. Using Data Tapes for Backups

While tape technology has continued to evolve, modern backup systems tend to combine off-site
backups with local removable media. FreeBSD supports any tape drive that uses SCSI, such as LTO
or DAT. There is limited support for SATA and USB tape drives.

For SCSI tape devices, FreeBSD uses the sa(4)dump

 file on tape into the current directory:

# restore -i -f /dev/nsa0
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20.8.4. Third-Party Backup Utilities

The FreeBSD Ports Collection provides many third-party utilities which can be used to schedule the
creation of backups, simplify tape backup, and make backups easier and more convenient. Many of
these applications are client/server based and can be used to automate the backups of a single
system or all of the computers in a network.

Popular utilities include:

• Amanda (misc/amanda-server and misc/amanda-client),

• Bacula (

dmesg

Store this printout and a copy of the installation media in a secure location. Should an emergency
restore be needed, boot into the installation media and select Live CD to access a rescue shell. This
rescue mode can be used to view the current state of the system, and if needed, to reformat disks
and restore data from backups.

Next, test the rescue shell and the backups. Make notes of the procedure. Store these notes with the
media, the printouts, and the backups. These notes may prevent the inadvertent destruction of the
backups while under the stress of performing an emergency recovery.

For an added measure of security, store the latest backup at a remote location which is physically
separated from the computers and disk drives by a significant distance.

20.9. Memory Disks
In addition to physical disks, FreeBSD also supports the creation and use of memory disks. One
possible use for a memory disk is to access the contents of an ISO file system without the overhead
of first burning it to a CD or DVD, then mounting the CD/DVD media.
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In FreeBSD, the md(4) driver is used to provide support for memory disks. The GENERIC kernel
includes this driver. When using a custom kernel configuration file, ensure it includes this line:

device md

20.9.1. Attaching and Detaching Existing Images

To mount an existing file system image, use mdconfig to specify the name of the ISO file and a free
unit number. Then, refer t

. That memory disk is then formatted with the UFS file system
before it is mounted:

# mdconfig -a -t swap -s 5m -u 1
# newfs -U md1
/dev/md1: 5.0MB (10240 sectors) block size 16384, fragment size 2048
        using 4 cylinder groups of 1.27MB, 81 blks, 192 inodes.
        with soft updates
super-block backups (for fsck -b #) at:
 160, 2752, 5344, 7936
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# mount /dev/md1 /mnt
# df /mnt
Filesystem 1K-blocks Used Avail Capacity  Mounted on
/dev/md1        4718    4  4338     0%    /mnt

To create a new file-backed memory disk, first allocate an area of disk to use. This example creates
an empty 5MB file named newimage:

# dd if=/dev/zero of=newimage bs=1k count=5k
5120+0 records in
5120+0 records out

Next, attach that file to a memory disk, label the memory disk and format it with the UFS file
system, mount the memory disk, and verify the size of the file-backed disk:

.

20.10. File System Snapshots
FreeBSD offers a feature in conjunction with Soft Updates: file system snapshots.
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UFS snapshots allow a user to create images of specified file systems, and treat them as a file. If you
are using the Z file system (ZFS), refer to Managing Snapshots on how to use snapshots.

Snapshot files must be created in the file system that the action is performed on, and a user may
create no more than 20 snapshots per file system. Active snapshots are recorded in the superblock
so they are persistent across unmount and remount operations along with system reboots. When a
snapshot is no longer required, it can be removed using rm(1). While snapshots may be removed in
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zero length files. To unmount the snapshot, use:

# umount /mnt
# mdconfig -d -u 4

For more information about softupdates and file system snapshots, including technical papers, visit
Marshall Kirk McKusick’s website at http://www.mckusick.com/.

20.1�

userquota to the options field in the /etc/fstab entry for the file system to enable
quotas on. For example:
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/dev/da1s2g   /home    ufs rw,userquota 1 2

To enable group quotas, use groupquota instead. To enable both user and group quotas, separate the
options with a comma:

/dev/da1s2g    /home    ufs rw,vt limit,

the grace period is reset.

In the following example, the quota for the test account is being edited. When edquota is invoked,
the editor specified by EDITOR is opened in order to edit the quota limits. The default editor is set to
vi.
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# edquota -u test
Quotas for user test:

Disk quotas for user test (uid 1002):
     Filesystem  usage    quota   limit   grace   files   quota   limit   grace
           /usr      65*     50      75   5days       7      50      60
       /usr/var       0      50      75               0      50      60

In this example, the user is currently 15 kbytes over the soft limit of 50 kbytes on /usr and has 5
days of grace period left. The asterisk * indicates that the user is currently over the quota limit.
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20.11.4. Quotas over NFS

Quotas are enforced by the quota subsystem on the NFS server. The rpc.rquotad(8) daemon makes

 facility is to provide a formidable challenge for an attacker to gain
access to the contents of a cold storage device. However, if the computer is compromised while up
and running and the storage device is actively attached, or the attacker has access to a valid
passphrase, it offers no protection to the contents of the storage device. Thus, it is important to
provide physical security while the system is running and to protect the passphrase used by the
encryption mechanism.

This facility provides several barriers to protect the data stored in each disk sector. It encrypts the
contents of a disk sector using 128-bit AES in CBC mode. Each sector on the disk is encrypted with a
different AES key. For more information on the cryptographic design, including how the sector keys
are derived from the user-supplied passphrase, refer to gbde(4).

FreeBSD provides a kernel module for gbde which can be loaded with this command:
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# kldload geom_bde

If using a custom kernel configuration file, ensure it contains this line:

options GEOM_BDE

The following example demonstrates adding a new hard drive to a system that will hold a single
encrypted partition that will be mounted as /private.

Procedure: Encrypting a Partition with gbde

1. Add the New Hard Drive

Install the new drive to the system as explained in Adding Disks. For the purposes of this
example, a new hard drive partition has been added as /dev/ad4s1c and /dev/ad0s1* represents
the existing standard FreeBSD partitions.

performed only once. This command will open the default editor, in order to set various
configuration options in a template. For use with the UFS file system, set the sector_size to 2048:

# gbde init /dev/ad4s1c -i -L /etc/gbde/ad4s1c.lock
#
# Sector size is the smallest unit of data which can be read or written.
# Making it too small decreases performance and decreases available space.
# Making it too large may prevent filesystems from working.  512 is the
# minimum and always safe.  For UFS, use the fragment size
#
sector_size =   2048
[...]
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Once the edit is saved, the user will be asked twice to type the passphrase used to secure the
data. The passphrase must be the same both times. The ability of gbde to protect data depends

# mkdir /private
# mount /dev/ad4s1c.bde /private

7. Verify That the Encrypted File System is Available

The encrypted file system should now be visible and available for use:

% df -H
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Filesystem        Size   Used  Avail Capacity  Mounted on
/dev/ad0s1a      1037M    72M   883M     8%    /
/devfs            1.0K   1.0K     0B   100%    /dev
/dev/ad0v

• Allows the use of two independent keys.

• It is fast as it performs simple sector-to-sector encryption.

• Allows backup and restore of master keys. If a user destroys their keys, it is still possible to get
access to the data by restoring keys from the backup.

• Allows a disk to attach with a random, one-time key which is useful for swap partitions and
temporary file systems.
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More features and usage examples can be found in geli(8).

The following example describes how to generate a key file which will be used as part of the master

# dd if=/dev/random of=/root/da2.key bs=64 count=1
# geli init -K /root/da2.key -s 4096 /dev/da2
Enter new passphrase:
Reenter new passphrase:

It is not mandatory to use both a passphrase and a key file as either method of securing the
master key can be used in isolation.

If the key file is given as "-", standard input will be used. For example, this command generates
three key files:
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# cat keyfile1 keyfile2 keyfile3 | geli init -K - /dev/da2

3. Attach the Provider with the Generated Key

To attach the provider, specify the key file, the name of the disk, and the passphrase:

/etc/rc.conf:
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geli_devices="da2"
geli_da2_flags="-k /root/da2.key"

This configures /dev/da2 as a geli provider with a master key of /root/da2.key. The system will
automatically detach the provider from the kernel before the system shuts down. During the
startup process, the script will prompt for the passphrase before attaching the provider. Other
kernel messages might be shown before and after the password prompt. If the boot process seems
to stall, look carefully for the password prompt among the other messages. Once the correct
passphrase is entered, the provider is attached. The file system is then mounted, typically by an
entry in /etc/

 uses the AES algorithm with a key length of 128 bits. Normally the default settings
will suffice. If desired, these defaults can be altered in the options field in /etc/fstab. The possible
flags are:
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aalgo

Data integrity verification algorithm used to ensure that the encrypted data has not been
tampered with. See geli(8) for a list of supported algorithms.

ealgo

Encryption algorithm used to protect the data. See geli(8) for a list of supported algorithms.ed:

% swapinfo
Device          1K-blocks     Used    Avail Capacity
/dev/ada0s1b.bde   542720        0   542720     0

If geli(8) is being used:

% swapinfo
Device          1K-blocks     Used    Avail Capacity
/dev/ada0s1b.eli   542720        0   542720     0

20.14. Highly Available Storage (HAST)
High availability is one of the main requirements in serious business applications and highly-
available storage is a key component in such environments. In FreeBSD, the Highly Available
STorage (HAST) framework allows transparent storage of the same data across several physically
separated machines connected by a TCP/IP network. HAST can be understood as a network-based
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RAID1 (mirror), and is similar to the DRBD® storage system used in the GNU/Linux® platform. In
combination with other high-availability features of FreeBSD like CARP, HAST makes it possible to
build a highly-available storage cluster that is resistant to hardware failures.

The following are the main features of HAST:

• Can be used to mask I/O errors on local hard drives.

• File system agnostic as it works with any file system supported by FreeBSD.

• Efficient and quick resynchronization as only the blocks that were modified during the
downtime of a node are synchronized.

• Can be used in an already deployed environment to add additional redundancy.

• Together with CARP, Hearand raw disks or

partitions.
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Each write, delete, or flush operation is sent to both the local disk and to the remote disk over
TCP/IP. Each read operation is served from the local disk, unless the local disk is not up-to-date or
an I/O error occurs. In such cases, the read operation is sent to the secondary node.

HAST tries to provide fast failure recovery. For this reason, it is important to reduce
synchronization time after a node’s outage. To provide fast synchronization, HAST manages an on-
disk bitmap of dirty extents and only synchronizes those during a regular synchronization, with an

options GEOM_GATE

The following example describes how to configure two nodes in primary-secondary operation using
HAST to replicate the data between the two. The nodes will be called hasta, with an IP address of
172.16.0.1, and hastb, with an IP address of 172.16.0.2. Both nodes will have a dedicated hard drive
/dev/ad6 of the same size for HAST operation. The HAST pool, sometimes referred to as a resource
or the GEOM provider in /dev/hast/, will be called test.

Configuration of HAST is done using /etc/hast.conf. This file should be identical on both nodes. The
simplest configuration is:
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resource test {
    on hasta {
        local /dev/ad6
        remote 172.16.0.2
    }
    on hastb {
        local /dev/ad6
        remote 172.16.0.1
    }
}

For more advanced configuration, refer to hast.conf(5).


It is also possible to use host names in the remote statements if the hosts are
resolvable and defined either in /etc/hosts or in the local DNS.

Once the configuration exists FVB‚�FÜR�7ñÊ6á&ˆÊó¶�Fñˆ‚�6ˆ◊�∆WFW2�vÜV‚�hastctl status

dirty extents.
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The next step is to create a file system on the GEOM provider and mount it. This must be done on
the primary node. Creating the file system can take a few minutes, depending on the size of the hard
drive. This example creates a UFS file system on /dev/hast/test:

# newfs -U /dev/hast/test
# mkdir /hast/test
# mount /dev/hast/test /hast/test

471

https://man.freebsd.org/cgi/man.cgi?query=devd&sektion=8&format=html


notify 30 {
    match "system" "CARP";
    match "subsystem" "<vhid>@<ifname>";
    match "type" "BACKUP";
    action "/usr/local/sbin/carp-hast-switch secondary";
};

Restart devd(8) on both nodes to put the new configuration into effect:

name="carp-hast"

# end of user configurable stuff

case "$1" in
    primary)
        logger -p $log -t $name "Switching to primary provider for ${resources}."
        sleep ${delay}

        # Wait for any "hastd secondary" processes to stop
        for disk in ${resources}; do
            while $( pgrep -lf "hastd: ${disk} \(secondary\)" > /dev/null 2>&1 ); do
                sleep 1
            done

            # Switch role for each disk
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            hastctl role primary ${disk}
            if [ $? -ne 0 ]; then
                logger -p $log -t $name "Unable to change role to primary for resource

            if ! mount | grep -q "^/dev/hast/${disk} on "
            then
            else
                umount -f /hast/${disk}
            fi
            sleep $delay
            hastctl role secondary ${disk} 2>&1
            if [ $? -ne 0 ]; then
                logger -p $log -t $name "Unable to switch role to secondary for
resource ${disk}."
                exit 1
            fi
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            logger -p $log -t $name "Role switched to secondary for resource ${disk}."
        done
    ;;
esac

In a nutshell, the script takes these actions when a node becomes primary:

• Promotes the HAST pool to primary on the other node.

incompatible changes to the data. This problem must be corrected manually by the system
administrator.

The administrator must either decide which node has more important changes, or perform the
merge manually. Then, let HAST perform full synchronization of the node which has the broken
data. To do this, issue these commands on the node which needs to be resynchronized:
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# hastctl role init test
# hastctl create test
# hastctl role secondary test
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Chapter 21. GEOM: Modular Disk
Transformation Framework

21.1. Synopsis
In FreeBSD, the GEOM framework permits access and control to classes, such as Master Boot
Records and BSD labels, through the use of providers, or the disk devices in /dev. By supporting
various software RAID configurations, GEOM transparently provides access to the operating system
and operating system utilities.

This chapter covers the use of disks under the GEOM framework in FreeBSD. This includes the
major RAID control utilities which use the framework for configuration. This chapter is not a
definitive guide to RAID configurations and only GEOM-supported RAID classifications are
discussed.

After reading this chapter, you will know:

• What type of RAID support is available through GEOM.

• How to use the base utilities to configure, maintain, and manipulate the various RAID levels.

• How to mirror, stripe, encrypt, and remotely connect disk devices through GEOM.

• How to troubleshoot disks attached to the GEOM framework.

Before reading this chapter, you should:

• Understand how FreeBSD treats disk devices (Storage).

• Know how to configure and install a new kernel (Configuring the FreeBSD Kernel).

21.2. RAID0 - Striping
Striping combines several disk drives into a single volume. Striping can be performed through the
use of hardware RAID controllers. The GEOM disk subsystem provides software support for disk
striping, also known as RAID0, without the need for a RAID disk controller.

In RAID0, data is split into blocks that are written across all the drives in the array. As seen in the
following illustration, instead of having to wait on the system to write 256k to one disk, RAID0 can
simultaneously write 64k to each of the four disks in the array, offering superior I/O performance.
This performance can be enhanced further by using multiple disk controllers.
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Each disk in a RAID0 stripe must be of the same size, since I/O requests are interleaved to read or
write to multiple disks in parallel.


RAID0 does not provide any redundancy. This means that if one disk in the array
fails, all of the data on the disks is lost. If the data is important, implement a
backup strategy that regularly saves backups to a remote system or device.

The process for creating a software, GEOM-based RAID0 on a FreeBSD system using commodity
disks is as follows. Once the stripe is created, refer to gstripe(8)

 and /dev/ad3:

# gstripe label -v st0 /dev/ad2 /dev/ad3
Metadata value stored on /dev/ad2.
Metadata value stored on /dev/ad3.
Done.

4. Write a standard label, also known as a partition table, on the new volume and install the

477

https://man.freebsd.org/cgi/man.cgi?query=gstripe&sektion=8&format=html


default bootstrap code:

# bsdlabel -wB /dev/stripe/st0

mirroring , is the technique of writing the same data to more than one disk drive. Mirrors
are usually used to guard against data loss due to drive failure. Each drive in a mirror contains an
identical copy of the data. When an individual drive fails, the mirror continues to work, providing
data from the drives that are still functioning. The computer keeps running, and the administrator
has time to replace the failed drive without user interruption.

Two common situations are illustrated in these examples. The first creates a mirror out of two new
drives and uses it as a replacement for an existing single drive. The second example creates a
mirror on a single new drive, copies the old drive’s data to it, then inserts the old drive into the
mirror. While this procedure is slightly more complicated, it only requires one new drive.

Traditionally, the two drives in a mirror are identical in model and capacity, but gmirror(8)  does
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metadata at the end of the disk, mirroring entire GPT disks with gmirror(8) is not recommended.
MBR partitioning is used here because it only stores a partition table at the start of the disk and
does not conflict with the mirror metadata.

21.3.2. Creating a Mirror with Two New Disks

In this example, FreeBSD has already been installed on a single disk, ada0. Two new disks, ada1 and
ada2, have been connected to the system. A new mirror will be created on these two disks and used
to replace the old single disk.

The geom_mirror.ko kernel module must either be built into the kernel or loaded at boot- or run-
time. Manually load the kernel module now:
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# gmirror load

Create the mirror with the two new drives:

# gmirror label -v gm0 /dev/ada1 /dev/ada2

gm0 is a user-chosen device name assigned to the new mirror. After the mirror has been started,
this device name appears in /dev/mirror/.

MBR and bsdlabel partition tables can now be created on the mirror with gpart(8). This example
uses a traditional file system layout, with partitions for /, swap, 

)
   12582914    4194304                   4  freebsd-ufs  (2.0G)
   16777218    2097152                   5  freebsd-ufs  (1.0G)
   18874370  137426928                   6  freebsd-ufs  (65G)
  156301298          1                      - free -  (512B)

Make the mirror bootable by installing bootcode in the MBR and bsdlabel and setting the active
slice:

# gpart bootcode -b /boot/mbr mirror/gm0
# gpart set -a active -i 1 mirror/gm0
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geom_mirror_load="YES"

Reboot the system to test the new mirror and verify that all data has been copied. The BIOS will see
the mirror as two individual drives rather than a mirror. Since the drives are identical, it does not
matter which is selected to boot.

See Troubleshooting if there are problems booting. Powering down and disconnecting the original
ada0 disk will allow it to be kept as an offline backup.

In use, the mirror will behave just like the original single drive.
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21.3.3. Creating a Mirror with an Existing Drive

In this example, FreeBSD has already been installed on a single disk, ada0. A new disk, ada1, has
been connected to the system. A one-disk mirror will be created on the new disk, the existing

(931G)
          63  1953525105           1  freebsd  [active]  (931G)

In this case, the partition table must be edited to reduce the capacity by one sector on mirror/gm0.
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The procedure will be explained later.

In either case, partition tables on the primary disk should be first copied using gpart backup and
gpart restore.

# gpart backup ada0 > table.ada0
# gpart backup ada0s1 > table.ada0s1

# cat table.ada0
MBR 4
1 freebsd         63 1953525104   [active]

# cat table.ada0s1
BSD 8
1  freebsd-ufs          0    4194304
2 freebsd-swap    4194304   33554432
4  freebsd-ufs   37748736   50331648
5  freebsd-ufs   88080384   41943040
6  freebsd-ufs  130023424  838860800
7  freebsd-ufs  968884224  984640880

If at least one sector was unallocated at the end of the disk, these two files can be used without
modification.

Now restore the partition table into mirror/gm0:
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# gpart bootcode -b /boot/mbr mirror/gm0
# gpart set -a active -i 1 mirror/gm0
# gpart bootcode -b /boot/boot mirror/gm0s1

Adjust /etc/fstab to use the new partitions on the mirror. Back up this file first by copying it to
/etc/fstab.orig.

# cp /etc/fstab /etc/fstab.orig

Edit /etc/fstab, replacing /dev/ada0 with mirror/gm0.
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# gmirror insert gm0 ada0
GEOM_MIRROR: Device gm0: rebuilding provider ada0

Synchronization between the two disks will start immediately. Use gmirror status to view the
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progress.

# gmirror status
      Name    Status  Components
mirror/gm0  DEGRADED  ada1 (ACTIVE)
                      ada0 (SYNCHRONIZING, 64%

  .               Yield 1 second (for background tasks)
  <empty line>    Abort manual input

mountroot>
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Forgetting to load the geom_mirror.ko module in /boot/loader.conf can cause this problem. To fix it,
boot from a FreeBSD installation media and choose Shell at the first prompt. Then load the mirror
module and mount the mirror device:

# gmirror load
# mount /dev/mirror/gm0s1a /mnt

Edit /mnt/boot/loader.conf

After the computer is powered back up, the mirror will be running in a "degraded" mode with only
one drive. The mirror is told to forget drives that are not currently connected:

# gmirror forget gm0

Any old metadata should be cleared from the replacement disk using the instructions in Metadata
Issues. Then the replacement disk, ada4 for this example, is inserted into the mirror:

# gmirror insert gm0 /dev/ada4
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Resynchronization begins when the new drive is inserted into the mirror. This process of copying
mirror data to a new drive can take a while. Performance of the mirror will be greatly reduced

# kldload geom_raid3

2. Ensure that a suitable mount point exists. This command creates a new directory to use as the
mount point:

# mkdir /multimedia
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3. Determine the device names for the disks which will be added to the array, and create the new
RAID3 device. The final device listed will act as the dedicated parity disk. This example uses
three unpartitioned ATA drives: ada1 and ada2

allows the computer to boot from a RAID array. After booting, access to the RAID array is handled
by software running on the computer’s main processor. This "hardware-assisted software RAID"
gives RAID arrays that are not dependent on any particular operating system, and which are
functional even before an operating system is loaded.

Several levels of RAID are supported, depending on the hardware in use. See graid(8) for a complete
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list.

graid(8) requires the geom_raid.ko kernel module, which is included in the GENERIC kernel starting
with FreeBSD 9.1. If needed, it can be loaded manually with graid load.
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21.5.2. Multiple Volumes

Some software RAID devices support more than one volume on an array. Volumes work like
partitions, allowing space on the physical drives to be split and used in different ways. For example,
Intel software RAID devices support two volumes. This example creates a 40 G mirror for safely
storing the operating system, followed by a 20 G RAID0 (stripe) volume for fast temporary storage:

# graid label -S 40G Intel gm0 RAID1 ada0 ada1
# graid add -S 20G gm0 RAID0

Volumes appear as additional rX entries in /dev/raid/. An array with two volumes will show r0 and
r1.

See graid(8) for the number of volumes supported by different software RAID devices.

# graid label Intel gm0 RAID1 ada0 NONE

graid(8) metadata was written to the end of the drive in the unused space. A second drive can now
be inserted into the mirror:

# graid insert raid/r0 ada1

Data from the original drive will immediately begin to be copied to the second drive. The mirror
will operate in degraded status until the copy is complete.

21.5.4. Inserting New Drives into the Array

Drives can be inserted into an array as replacements for drives that have failed or are missing. If
there are no failed or missing drives, the new drive becomes a spare. For example, inserting a new
drive into a working two-drive mirror results in a two-drive mirror with one spare drive, not a
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three-drive mirror.

In the example mirror array, data immediately begins to be copied to the newly-inserted drive. Any
existing information on the new drive will be overwritten.

# graid insert raid/r0 ada1
GEOM_RAID: Intel-a29ea104: Disk ada1 state changed from NONE to ACTIVE.
GEOM_RAID: Intel-a29ea104: Subdisk gm0:1-ada1 state changed from NONE to NEW.
GEOM_RAID: Intel-a29ea104: Subdisk gm0:1-ada1 state changed from NEW to REBUILD.
GEOM_RAID: Intel-a29ea104: Subdisk gm0:1-ada1 rebuild start at 0.

21.5.5. Removing Drives from the Array

Individual drives can be permanently removed from a from an array and their metadata erased:

# graid remove raid/r0 ada1
GEOM_RAID: Intel-a29ea104: Disk ada1 state changed from ACTIVE to 

REBUILD 28%))

Some types of arrays, like RAID0 or CONCAT, may not be shown in the status report if disks have failed.
To see these partially-failed arrays, add -ga:

# graid status -ga
          Name  Status  Components
Intel-e2d07d9a  BROKEN  ada6 (ACTIVE (ACTIVE))
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21.5.8. Deleting Arrays

Arrays are destroyed by deleting all of the volumes from them. When the last volume present is
deleted, thf   Name   Status  Componentsraid/r0  OPTIMAL  ada0 (ACTIVE (ACTIVE))                  ada1 (ACTIVE (ACTIVE))

# graid delete raid/r0

If there is more than one volume shown, repeat the process for each volume. After the last array
has been deleted, the volume will be destroyed.

Reboot and verify data, restoring from backup if necessary. After the metadata has been
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removed, the kern.geom.raid.enable=0 entry in /boot/loader.conf can also be removed.

21.6. GEOM Gate Network
GEOM provides a simple mechanism for providing remote access to devices such as disks, CDs, and
file systems through the use of the GEOM Gate network daemon, ggated. The system with the device
runs the server daemon which handles requests made by clients using ggatec. The devices should
not contain any sensitive data as the connection between the client and the server is not encrypted.

Similar to NFS, which is discussed in Network File System (NFS), ggated is configured using an
exports file. This file specifies which systems are permitted to access the exported resources and
what level of access they are offered. For example, to give the client 192.168.1.5 read and write
access to the fourth slice on the first SCSI disk, create /etc/gg.exports with this line:
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method of probing for devices raises some issues. For instance, what if a new disk device is added
via USB? It is likely that a flash device may be handed the device name of da0 and the original da0
shifted to da1. This will cause issues mounting file systems if they are listed in /etc/fstab which may
also prevent the system from booting.

One solution is to chain SCSI devices in order so a new device added to the SCSI card will be issued
unused device numbers. But what about USB devices which may replace the primary SCSI disk?
This happens because USB devices are usually probed before the SCSI card. One solution is to only
insert these devices after the system has been booted. Another method is to 

/etc/fstab:

/dev/ufs/home       /home            ufs     rw              2      2

 The file system must not be mounted while attempting to run tunefs.

Now the file system may be mounted:

# mount /home
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From this point on, so long as the geom_label.ko kernel module is loaded at boot with

# Device                Mountpoint      FStype  Options         Dump    Pass#
/dev/label/swap         none            swap    sw              0       0
/dev/label/rootfs       /               ufs     rw              1       1
/dev/label/tmp          /tmp            ufs     rw              2       2
/dev/label/usr          /usr            ufs     rw              2       2
/dev/label/var          /var            ufs     rw              2       2
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The system can now be rebooted. If everything went well, it will come up normally and mount
will show:

# mount
/dev/label/rootfs on / 

This method provides another mechanism to protect against data loss and inconsistencies of the file
system. Unlike Soft Updates, which tracks and enforces meta-data updates, and snapshots, which
create an image of the file system, a log is stored in disk space specifically for this task. For better
performance, the journal may be stored on another disk. In this configuration, the journal provider
or storage device should be listed after the device to enable journaling on.
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The GENERIC kernel provides support for gjournal. To automatically load the geom_journal.ko
kernel module at boot time, add the following line to 

misusing tunefs. Refer to gjournal(8) and tunefs(8) for more information about these commands.

It is possible to journal the boot disk of a FreeBSD system. Refer to the article Implementing UFS
Journaling on a Desktop PC for detailed instructions.
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Chapter 22. The Z File System (ZFS)
ZFS is an advanced file system designed to solve major problems found in previous storage
subsystem software.

Originally developed at Sun™, ongoing open source ZFS development has moved to the OpenZFS
Project.

file systems. ZFS can also apply different properties to each file system. This makes it useful to
create separate file systems and datasets instead of a single monolithic file system.

22.2. Quick Start Guide
FreeBSD can mount ZFS pools and datasets during system initialization. To enable it, add this line to
/etc/rc.conf:

zfs_enable="YES"

499

http://open-zfs.org
http://open-zfs.org


Then start the service:

The example/compressed dataset is now a ZFS compressed file system. Try copying some large files to
/example/compressed.

Disable compression with:
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# zfs set compression=off example/compressed

To unmount a file system, use zfs umount and then verify with df:

# zfs umount example/compressed
# df
Filesystem  1K-blocks    Used    Avail Capacity  Mounted on
/dev/ad0s1a   2026030  235232  1628716    13%    /

# zfs create example/data
# zfs set copies=2 example/data

Use df to see the data and space usage:

# df
Filesystem         1K-blocks    Used    Avail Capacity  Mounted on
/dev/ad0s1a          2026030  235234  1628714    13%    /
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devfs                      1       1        0   100%    /dev
/dev/ad0s1d         54098308 1032864 48737580     2%    /usr
example             17547008       0 17547008     0%    /example
example/compressed  17547008       0 17547008     0%    /example/compressed
example/data        17547008       0 17547008     0%    /example/data

appropriate symbolic links:
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# cp -rp /home/* /storage/home
# rm -rf /home /usr/home
# ln -s /storage/home /home
# ln -s /storage/home /usr/home

Users data is now stored on the freshly-created /storage/home. Test by adding a new user and
logging in as that user.

Create a file system snapshot to roll back to later:

# zfs snapshot storage/home@08-30-08

ZFS creates snapshots of a dataset, not a single directory or file.

The @

local, soft-updates)
storage on /storage (zfs, local)
storage/home on /home (zfs, local)
# df
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Filesystem   1K-blocks    Used    Avail Capacity  Mounted on
/dev/ad0s1a    2026030  235240  1628708    13%    /
devfs                1       1        0   100%    /dev
/dev/ad0s1d   54098308 1032826 48737618     2%    /usr
storage       26320512       0 26320512     0%    /storage
storage/home  26320512       0 26320512     0%    /home

This completes the RAID-Z configuration. Add daily status updates about the created file systems to
the nightlp
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# zpool offline storage da1

Power down the computer now and replace da1. Power up the computer and return da1 to the
pool:

# zpool replace storage da1

Next, check the status again, this time without -x to display all pools:

storage pool with:

# zpool scrub storage

The duration of a scrub depends on the amount of data stored. Larger amounts of data will take
proportionally longer to verify. Since scrubbing is I/O intensive, ZFS allows a single scrub to run at a
time. After scrubbing completes, view the status with zpool status:

# zpool status storage
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 pool: storage
 state: ONLINE
 scrp

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada1    ONLINE       0     0     0
            ada2    ONLINE       0     0     0
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errors: No known data errors

To create more than one vdev with a single command, specify groups of disks separated by the vdev
type keyword, mirror in this example:

full capacity. If a future replacement disk of the same nominal size as the original actually has a
slightly smaller capacity, the smaller partition will still fit, using the replacement disk.

Create a RAID-Z2 pool using partitions:

# zpool create mypool raidz2 /dev/ada0p3 /dev/ada1p3 /dev/ada2p3 /dev/ada3p3
/dev/ada4p3 /dev/ada5p3
# zpool status
  pool: mypool
 state: ONLINE
  scan: none requested
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          raidz2-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0
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# gpart bootcode -b /boot/pmbr -p /boot/gptzfsboot -i 1 ada1
bootcode written to ada1
# zpool status
  pool: mypool
 state: ONLINE
status: One or more devices is currently being resilvered.  The pool will
        continue to function, possibly in a degraded state.
action: Wait for the resilver to complete.
  scan: resilver in progress since Fri May 30 08:19:19 2014
        527M scanned out of 781M at 47.9M/s, 0h0m to go

mirror and RAID-Z
is possible but discouraged. Adding a non-redundant vdev to a pool containing mirror or RAID-Z
vdevs risks the data on the entire pool. Distributing writes means a failure of the non-redundant
disk will result in the loss of a fraction of every block written to the pool.

ZFS stripes data across each of the vdevs. For example, with two mirror vdevs, this is effectively a
RAID 10 that stripes writes across two sets of mirrors. ZFS allocates space so that each vdev reaches
100% full at the same time. Having vdevs with different amounts of free space will lower
performance, as more data writes go to the less full vdev.

When attaching new devices to a boot pool, remember to update the bootcode.

Attach a second mirror group (ada2p3 and ada3p3) to the existing mirror:
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            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0
          mirror-1  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0
            ada3p3  ONLINE       0     0     0

errors: No known data errors

Removing vdevs from a pool is impossible and removal of disks from a mirror is exclusive if there
is enough remaining redundancy. If a single disk remains in a mirror group, that group ceases to be
a mirror and becomes a stripe, risking the entire pool if that remaining disk fails.

Remove a disk from a three-way mirror group:

# zpool status
  pool: mypool
 state: ONLINE
  scan: scrub repaired 0 in 0h0m with 0 errors on Fri May 30 08:29:51 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
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          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0

errors: No known data errors
# zpool detach mypool ada2p3
# zpool status
  pool: mypool
 state: ONLINE
  scan: scrub repaired 0 in 0h0m with 0 errors on Fri May 30 08:29:51 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada1p3  ONLINE       0     0     0

errors: No known data errors

22.3.3. Checking the Status of a Pool

Pool status is important. If a drive goes offline or ZFS detects a read, write, or checksum error, the
correspo`



22.3.4. Clearing Errors

When detecting an error, ZFS increases the read, write, or checksum error counts. Clear the error
message and reset the counts with zpool clear mypool. Clearing the error state can be important for
automated scripts that alert the administrator when the pool encounters an error. Without clearing
old errors, the scripts may fail to report further errors.

22.3.5. Replacing a Functioning Device

It may be desirable to replace one disk with a different disk. When replacing a working disk, the
process keeps the old disk online during the replacement. The pool never enters a degraded state,
reducing the risk of data loss. Running zpool replace copies the data from the old disk to the new
one. After the operation completes, ZFS disconnects the old disk from the vdev. If the new disk is
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        604M resilvered, 77.39% done
config:

        NAME             STATE     READ WRITE CKSUM
        mypool           ONLINE       0     0     0
          mirror-0       ONLINE       0     0     0
            ada0p3       ONLINE       0     0     0
            replacing-1  ONLINE       0     0     0
              ada1p3     ONLINE       0     0     0
              ada2p3     ONLINE       0     0     0  (resilvering)

errors: No known data errors
# zpool status
  pool: mypool
 state: ONLINE

redundancy to compensate, the pool enters the faulted state. Unless enough devices can reconnect
the pool becomes inoperative requiring a data restore from backups.

When replacing a failed disk, the name of the failed disk changes to the GUID of the new disk. A
new device name parameter for zpool replace is not required if the replacement device has the
same device name.

Replace a failed disk using zpool replace:

# zpool status
  pool: mypool
 state: DEGRADED
status: One or more devices could not be opened.  Sufficient replicas exist for
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        the pool to continue functioning in a degraded state.
action: Attach the missing device and online it using 'zpool online'.
   see: http://illumos.org/msg/ZFS-8000-2Q
  scan: none requested
config:

        NAME                    STATE     READ WRITE CKSUM
        mypool                  DEGRADED     0     0     0
          mirror-0              DEGRADED     0     0     0
            ada0p3              ONLINE       0     0     0
            316502962686821739  UNAVAIL      0     0     0  was /dev/ada1p3

errors: No known data errors
# zpool replace mypool 316502962686821739 ada2p3
# zpool status
  pool: mypool
 state: DEGRADED
status: One or more devices is currently being resool

 state: ONLINE
  scan: resilvered 781M in 0h0m with 0 errors on Mon Jun  2 14:52:38 2014
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
            ada0p3  ONLINE       0     0     0
            ada2p3  ONLINE       0     0     0

errors: No known data errors
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22.3.7. Scrubbing a Pool

Routinely scrub pools, ideally at least once every month. The scrub operation is disk-intensive and
will reduce performance while running. Avoid high-demand periods when scheduling scrub or use
vfs.zfs.scrub_delay to adjust the relative priority of the scrub

and /dev/ada1.

# zpool create healer mirror /dev/ada0 /dev/ada1
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# zpool status healer
  pool: healer
 state: ONLINE
  scan: none requested
config:

    NAME        STATE     READ WRITE CKSUM
    healer      ONLINE       0     0     0
      mirror-0  ONLINE       0     0     0
       ada0     ONLINE       0     0     0enced an error. Note that applications reading data
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from the pool did not receive any incorrect data. ZFS provided data from the ada0 device with the
correct checksums. To find the device with the wrong checksum, look for one whose CKSUM column
contains a nonzero value.

# zpool status healer
    pool: healer
   state: ONLINE
  status: One or more devices has experienced an unrecoverable error.  An
          attempt was made to correct the error.  Applications are unaffected.
  action: Determine if the device needs to be replaced, and clear the errors
          using 'zpool clear' or replace the device with 'zpool replace'            attempt was made to correct the error.  Applications are unaffected.

action: Determine if the device needs to be replaced, and clear the errors
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            using 'zpool clear' or replace the device with 'zpool replace'.
   see: http://illumos.org/msg/ZFS-8000-4J
  scan: scrub in progress since Mon Dec 10 12:23:30 2012
        10.4M scanned out of 67.0M at 267K/s, 0h3m to go
        9.63M repaired, 15.56% done
config:

    NAME        STATE     READ WRITE CKSUM
    healer      ONLINE       0     0     0
      mirror-0  ONLINE       0     0     0

# zpool clear healer
# zpool status healer
  pool: healer
 state: ONLINE
  scan: scrub repaired 66.5M in 0h2m with 0 errors on Mon Dec 10 12:26:25 2012
config:
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    NAME        STATE     READ WRITE CKSUM
    healer      ONLINE       0     0     0
      mirror-0  ONLINE       0     0     0
       ada0     ONLINE       0     0     0
       ada1     ONLINE       0     0     0

errors: No known data errors

The pool is now back to a fully working state, with all error counts now zero.

22.3.9. Growing a Pool

The smallest device in each vdev limits the usable size of a redundant pool. Replace the smallest
device with a larger device. After completing a 

List all available pools for import:

# zpool import
   pool: mypool
     id: 9930174748043525076
  state: ONLINE
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 action: The pool can be imported using its name or numeric identifier.
 config:

        mypool      ONLINE
          ada2p3    ONLINE

Import the pool with an alternative root directory:

'zpool upgrade'.  Once this is done, the
        pool will no longer be accessible on software that does not support feat
        flags.
  scan: none requested
config:

        NAME        STATE     READ WRITE CKSUM
        mypool      ONLINE       0     0     0
          mirror-0  ONLINE       0     0     0
        ada0    ONLINE       0     0     0
        ada1    ONLINE       0     0     0

errors: No known data errors
# zpool upgrade
This system supports ZFS pool feature flags.

The following pools are formatted with legacy version numbers and are upgraded to use
feature flags.
After being upgraded, these pools will no longer be accessible by software that does
not support feature flags.
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        ada1    ONLINE       0     0     0

errors: No known data errors
# zpool upgrade
This system supports ZFS pool feature flags.

All pools are formatted using feature flags.

Some supported features are not enabled on the following pools. Once a
feature is enabled the pool may become incompatible with software
that does not support the feature. See zpool-features(7) for details.
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POOL  FEATURE
---------------
zstore
      multi_vdev_crash_dump
      spacemap_histogram
      enabled_txg
      hole_birth
      extensible_dataset
      bookmar

Apply the bootcode to all bootable disks in the pool. See gpart(8) for more
information.

22.3.12. Displaying Recorded Pool History

ZFS records commands that change the pool, including creating datasets, changing properties, or
replacing a disk. Reviewing history about a pool’s creation is useful, as is checking which user
performed a specific action and when. History is not kept in a log file, but is part of the pool itself.
The command to review this history is aptly named zpool history:

# zpool history
History for 'tank':
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2013-02-26.23:02:35 zpool create tank mirror /dev/ada0 /dev/ada1
2013-02-27.18:50:58 zfs set atime=off tank
2013-02-27.18:51:09 zfs set checksum=fletcher4 tank
2013-02-27.18:51:18 zfs create tank/backup

The output shows zpool and zfs commands altering the pool in some way along with a timestamp.
Commands like zfs list are not included. When specifying no pool name, ZFS displays history of
all pools.

zpool history

 on myzfsbox:global]

2013-02-27.18:51:18 zfs create tank/backup [user 0 (root) on myzfsbox:global]

The output shows that the root user created the mirrored pool with disks /dev/ada0 and /dev/ada1.
The hostname myzfsbox is also shown in the commands after the pool’s creation. The hostname
display becomes important when exporting the pool from one system and importing on another.
It’s possible to distinguish the commands issued on the other system by the hostname recorded for
each command.

Combine both options to zpool history to give the most detailed information possible for any given
pool. Pool history provides valuable information when tracking down the actions performed or
when needing more detailed output for debugging.
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22.3.13. Performance Monitoring

A built-in monitoring system can display pool I/O statistics in real time. It shows the amount of free
and used space on the pool, read and write operations performed per second, and I/O bandwidth
used. By default, ZFS monitors and displays all pools in the system. Provide a pool name to limit
monitoring to that pool. A basic example:

# zpool iostat
               capacity     operations    bandwidth
pool        alloc   free   read  write   read  write
----------  -----  -----  -----  -----  -----  

-----  -----  -----  -----  -----

22.3.14. Splitting a Storage Pool

ZFS can split a pool consisting of one or more mirror vdevs into two pools. Unless otherwise
specified, ZFS detaches the last member of each mirror and creates a new pool containing the same
data. Be sure to make a dry run of the operation with -n first. This displays the details of the
requested operation without actually performing it. This helps confirm that the operation will do
what the user intends.

22.4. zfs Administration
The zfs utility can create, destroy, and manage all existing ZFS datasets within a pool. To manage
the pool itself, use zpool.
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22.4.1. Creating and Destroying Datasets

Unlike traditional disks and volume managers, space in ZFS is not preallocated. With traditional file
systems, after partitioning and assigning the space, there is no way to add a new file system without
adding a new disk. With ZFS, creating new file systems is possible at any time. Each dataset has
properties including features like compression, deduplication, caching, and quotas, as well as other
useful properties like readonly, case sensitivity, network file sharing, and a mount point. Nesting
datasets within each other is possible and child datasets will inherit properties from their
ancestors. Delegate, replicate, snapshot, 

mypool/var/crash      148K  93.2G   148K  /var/crash
mypool/var/log        178K  93.2G   178K  /var/log
mypool/var/mail       144K  93.2G   144K  /var/mail
mypool/var/tmp        152K  93.2G   152K  /var/tmp
# zfs create -o compress=lz4 mypool/usr/mydataset
# zfs list
NAME                   USED  AVAIL  REFER  MOUNTPOINT
mypool                 781M  93.2G   144K  none
mypool/ROOT            777M  93.2G   144K  none
mypool/ROOT/default    777M  93.2G   777M  /
mypool/tmp             176K  93.2G   176K  /tmp
mypool/usr             704K  93.2G   144K  /usr
mypool/usr/home        184K  93.2G   184K  /usr/home
mypool/usr/mydataset  87.5K  93.2G  87.5K  /usr/mydataset
mypool/usr/ports       144K  93.2G   144K  /usr/ports
mypool/usr/src         144K  93.2G   144K  /usr/src
mypool/var            1.20M  93.2G   610K  /var
mypool/var/crash       148K  93.2G   148K  /var/crash
mypool/var/log         178K  93.2G   178K  /var/log
mypool/var/mail        144K  93.2G   144K  /var/mail
mypool/var/tmp         152K  93.2G   152K  /var/tmp
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Destroying a dataset is much quicker than deleting the files on the dataset, as it does not involve
scanning the files and updating the corresponding metadata.

Destroy the created dataset:

# zfs list
NAME                   USED  AVAIL  REFER  MOUNTPOINT
mypool                 880M  93.1G   144K  none
mypool/ROOT            777M  93.1G   144K  none
mypool/ROOT/default    777M  93.1G   777M  /
mypool/tmp             176K  93.1G   176K  /tmp
mypool/usr             101M  93.1G   144K  /usr
mypool/usr/home        184K  93.1G   184K  /usr/home
mypool/usr/mydataset   100M  93.1G   100M  /usr/mydataset
mypool/usr/ports       144K  93.1G   144K  /usr/ports
mypool/usr/src         144K  93.1G   144K  /usr/src
mypool/var            1.20M  93.1G   610K  /var

zpool get freeing poolname to see the freeing property, that shows which
datasets are having their blocks freed in the background. If there are child datasets, like snapshots
or other datasets, destroying the parent is impossible. To destroy a dataset and its children, use -r to
recursively destroy the dataset and its children. Use -n -v to list datasets and snapshots destroyed
by this operation, without actually destroy anything. Space reclaimed by destroying snapshots is
also shown.

22.4.2. Creating and Destroying Volumes

A volume is a special dataset type. Rather than mounting as a file system, expose it as a block device
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under 

mypool/ROOT            777M  93.2G   144K  none
mypool/ROOT/default    777M  93.2G   777M  /
mypool/tmp             176K  93.2G   176K  /tmp
mypool/usr             704K  93.2G   144K  /usr
mypool/usr/home        184K  93.2G   184K  /usr/home
mypool/usr/mydataset  87.5K  93.2G  87.5K  /usr/mydataset
mypool/usr/ports       144K  93.2G   144K  /usr/ports
mypool/usr/src         144K  93.2G   144K  /usr/src
mypool/var            1.21M  93.2G   614K  /var
mypool/var/crash       148K  93.2G   148K  /var/crash
mypool/var/log         178K  93.2G   178K  /var/log
mypool/var/mail        144K  93.2G   144K  /var/mail
mypool/var/tmp         152K  93.2G   152K  /var/tmp
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# zfs rename mypool/usr/mydataset mypool/var/newname
# zfs list
NAME                  USED  AVAIL  REFER  MOUNTPOINT
mypool                780M  93.2G   144K  none

# zfs set custom:costcenter=1234 tank
# zfs get custom:costcenter tank
NAME PROPERTY           VALUE SOURCE
tank custom:costcenter  1234  local

To remove a custom property, use zfs inherit with -r. If the custom property is not defined in any
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of the parent datasets, this option removes it (but the pool’s history still records the change).

# zfs inherit -r custom:costcenter tank
# zfs get custom:costcenter tank
NAME    PROPERTY           VALUE              SOURCE
tank    custom:costcenter  -                  -
# zfs get all tank wE

 create snapshots with the same name on the dataset and its children, providing a
consistent moment-in-time snapshot of the file systems. This can be important when an application
has files on related datasets or that depend upon each other. Without snapshots, a backup would
have copies of the files from different points in time.
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Snapshots in ZFS provide a variety of features that even other file systems with snapshot
functionality lack. A typical example of snapshot use is as a quick way of backing up the current
state of the file system when performing a risky action like a software installation or a system
upgrade. If the action fails, rolling back to the snapshot returns the system to the same state when
creating the snapshot. If the upgrade was successful, delete the snapshot to free up space. Without
snapshots, a failed upgrade often requires restoring backups, which is tedious, time consuming,
and may require downtime during which the system is unusable. Rolling back to snapshots is fast,
even while the system is running in normal operation, with little or no downtime. The time savings

mypool/usr/src@my_recursive_snapshot           0      -   144K  -
mypool/var@my_recursive_snapshot               0      -   616K  -
mypool/var/crash@my_recursive_snapshot         0      -   148K  -
mypool/var/log@my_recursive_snapshot           0      -   178K  -
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mypool/var/mail@my_recursive_snapshot          0      -   144K  -
mypool/var/newname@new_snapshot_name           0      -  87.5K  -
mypool/var/newname@my_recursive_snapshot       0      -  87.5K  -
mypool/var/tmp@my_recursive_snapshot           0      -   152K  -

Snapshots are not shown by a normal zfs list operation. To list snapshots, append -t snapshot to
zfs list. -t all displays both file systems and snapshots.

 lets a user find the latest snapshot that still
contains a file deleted by accident. Doing this for the two snapshots created in the previous section
yields this output:

# zfs list -rt all mypool/var/tmp
NAME                                   USED  AVAIL  REFER  MOUNTPOINT
mypool/var/tmp                         206K  93.2G   118K  /var/tmp
mypool/var/tmp@my_recursive_snapshot    88K      -   152K  -
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mypool/var/tmp@after_cp                   0      -   118K  -
# zfs diff mypool/var/tmp@my_recursive_snapshot
M       /var/tmp/
+       /var/tmp/passwd

The command lists the changes between the specified snapshot (in this case

 section for more information.

22.4.5.3. Snapshot Rollback

When at least one snapshot is available, roll back to it at any time. Most often this is the case when
the current state of the dataset is no longer valid or an older version is preferred. Scenarios such as
local development tests gone wrong, botched system updates hampering the system functionality,
or the need to restore deleted files or directories are all too common occurrences. To roll back a
snapshot, use zfs rollback snapshotname. If a lot of changes are present, the operation will take a
long time. During that time, the dataset always remains in a consistent state, much like a database
that conforms to ACID principles is performing a rollback. This is happening while the dataset is
live and accessible without requiring a downtime. Once the snapshot rolled back, the dataset has
the same state as it had when the snapshot was originally taken. Rolling back to a snapshot discards
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all other data in that datase�6Ê��6Ü˜G2�WÜó7@use '-r' to force deletion of the following snapshots:mypool/var/tmp@after_cpmypool/var/tmp@diff_snapshotThis warning means that snapshots exist between the current state of the dataset and the snapshot

track all the changes between different states of the dataset, because snapshots are read-only. ZFS
will not delete the affected snapshots unless the user specifies -r to confirm that this is the desired
action. If that is the intention, and understanding the consequences of losing all intermediate
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snapshots, issue the command:

# zfs rollback -r mypool/var/tmp@my_recursive_snapshot
# zfs list -rt snapshot mypool/var/tmp
NAME                                   USED  AVAIL  REFER  MOUNTPOINT

# ls -a /var/tmp

.               ..              .zfs            vi.recover
# ls /var/tmp/.zfs/snapshot
after_cp                my_recursive_snapshot
# ls /var/tmp/.zfs/snapshot/after_cp
passwd          vi.recover
# cp /var/tmp/.zfs/snapshot/after_cp/passwd /var/tmp

Even if the snapdir property is set to hidden, running ls .zfs/snapshot will still list the contents of
that directory. The administrator decides whether to display these directories. This is a per-dataset
setting. Copying files or directories from this hidden .zfs/snapshot is simple enough. Trying it the
other way around results in this error:
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to fall back to in case something goes wrong. Since snapshots cannot change, create a read/write
clone of a snapshot. After achieving the desired result in the clone, promote the clone to a dataset
and remove the old file system. Removing the parent dataset is not strictly necessary, as the clone
and dataset can coexist without problems.

# zfs clone camino/home/joe@backup camino/home/joenew
# ls /usr/home/joe*
/usr/home/joe:
backup.txz     plans.txt

/usr/home/joenew:
backup.txz     plans.txt
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The cloned snapshot is now an ordinary dataset. It contains all the data from the original snapshot
plus the files added to it like loader.conf. Clones provide useful features to ZFS users in different
scenarios. For example, provide jails as snapshots containing different sets of installed applications.
Users can clone these snapshots and add their own applications as they see fit. Once satisfied with
the changes, promote the clones to full datasets and provide them to end users to work with like
they would with a real dataset. This saves time and administrative overhead when providing these
jails.

22.4.7. Replication

Keeping data on a single pool in one location exposes it to risks like theft and natural or human
disasters. Making regular backups of the entire pool is vital. ZFS provides a built-in serialization
feature that can send a stream representation of the data to standard output. Using this feature,
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storing this data on another pool connected to the local system is possible, as is sending it over a
network to another system. Snapshots are the basis for this replication (see the section on 

, redirect to a file located on the mounted backup pool. Ensure
that the pool has enough free space to accommodate the size of the sent snapshot, which means the
data contained in the snapshot, not the changes from the previous snapshot.

# zfs send mypool@backup1 > /backup/backup1
# zpool list
NAME    SIZE  ALLOC   FREE   CKPOINT  EXPANDSZ   FRAG    CAP  DEDUP  HEALTH  ALTROOT
backup  960M  63.7M   896M         -         -     0%     6%  1.00x  ONLINE  -
mypool  984M  43.7M   940M         -         -     0%     4%  1.00x  ONLINE  -

The zfs send transferred all the data in the snapshot called backup1 to the pool named backup. To
create and send these snapshots automatically, use a cron(8) job.

Instead of storing the backups as archive files, ZFS can receive them as a live file system, allowing
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direct access to the backed up data. To get to the actual data contained in those streams, use zfs
receive to transform the streams back into files and directories. The example below combines zfs
send and zfs receive using a pipe to copy the data from one pool to another. Use the data directly
on the receiving pool after the transfer is complete. It is only possible to replicate a dataset to an
empty dataset.

# zfs snapshot mypool@replica1
# zfs send -v mypool@replica1 | zfs receive backup/mypool
send from @ to mypool@replica1 estimated size is 50.1M
total estimated size is 50.1M
TIME        SENT   SNAPSHOT

system between now and the previous snapshot, replica1. Using zfs send -i and indicating the pair
of snapshots generates an incremental replica stream containing the changed data. This succeeds if
the initial snapshot already exists on the receiving side.

# zfs send -v -i mypool@replica1 mypool@replica2 | zfs receive /backup/mypool
send from @replica1 to mypool@replica2 estimated size is 5.02M
total estimated size is 5.02M
TIME        SENT   SNAPSHOT

# zpool list
NAME    SIZE  ALLOC   FREE   CKPOINT  EXPANDSZ   FRAG  CAP  DEDUP  HEALTH  ALTROOT
backup  960M  80.8M   879M         -         -     0%   8%  1.00x  ONLINE  -
mypool  960M  50.2M   910M         -         -     0%   5%  1.00x  ONLINE  -
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# zfs allow -u someuser send,snapshot mypool
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• To mount the pool, the unprivileged user must own the directory, and regular users need
permission to mount file systems.

On the receiving system:

# sysctl vfs.usermount=1
vfs.usermount: 0 -> 1
# echo vfs.usermount=1 >> /etc/sysctl.conf
# zfs create recvpool/backup
# zfs allow -u someuser create,mount,receive recvpool/backup
# chown someuser /recvpool/backup

The unprivileged user can receive and mount datasets now, and replicates the home dataset to the



# zfs set refquota=10G storage/home/bob

To remove a quota of 10 GB for storage/home/bob:

# zfs set quota=none storage/home/bob

The general format is userquota@user=size, and the user’s name must be in one of these formats:

• POSIX compatible name such as joe

 users can see the quotas associated with the groups to
which they belong. A user with the groupquota privilege or root can view and set all quotas for all
groups.

To display the amount of space used by each user on a file system or snapshot along with any
quotas, use zfs userspace. For group information, use zfs groupspace. For more information about
supported options or how to display specific options alone, refer to zfs(1).
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Privileged users and root can list the quota for storage/home/bob using:

memory.

ZFS offers different compression algorithms, each with different trade-offs. The introduction of LZ4
compression in ZFS v5000 enables compressing the entire pool without the large performance
trade-off of other algorithms. The biggest advantage to LZ4 is the early abort feature. If LZ4 does not
achieve at least 12.5% compression in the header part of the data, ZFS writes the block
uncompressed to avoid wasting CPU cycles trying to compress data that is either already
compressed or uncompressible. For details about the different compression algorithms available in
ZFS, see the Compression entry in the terminology section.

The administrator can see the effectiveness of compression using dataset properties.
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 which provide minimal compression, but offer high
performance.
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If ZFS is not able to get the required memory to compress a block with Zstd, it will fall back to
storing the block uncompressed. This is unlikely to happen except at the highest levels of Zstd on
memory constrained systems. ZFS counts how often this has occurred since loading the ZFS module
with kstat.zfs.misc.zstd.compress_alloc_fail.

22.4.12. Deduplication

When enabled, deduplication uses the checksum of each block to detect duplicate blocks. When a
new block is a duplicate of an existing block, ZFS writes a new reference to the existing data instead
of the whole duplicate block. Tremendous space savings are possible if the data contains a lot of
duplicated files or repeated information. Warning: deduplication requires a large amount of
memory, and enabling compression instead provides most of the space savings wit�. Detecting and deduplicating copies of the data uses athird of the space. The potential for space savings can be enormous, but comes at the cost of having

Deduplication is not always beneficial when the data in a pool is not redundant. ZFS can show

544



potential space savings by simulating deduplication on an existing pool:

# zdb -S pool
Simulated DDT histogram:

bucket              allocated                       referenced
______   ______________________________   ______________________________
refcnt   blocks   LSIZE   PSIZE   DSIZE   blocks   LSIZE   PSIZE   DSIZE
------   ------   -----   -----
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22.5.1. Delegating Dataset Creation

zfs allow someuser create mydataset gives the specified user permission to create child datasets
under the selected parent dataset. A caveat: creating a new dataset involves mounting it. That
requires setting the FreeBSD vfs.usermount sysctl(8) to 1 to allow non-root users to mount a file
system. Another restriction aimed at preventing abuse: non-root users must own the mountpoint
where mounting the file system.

22.5.2. Delegating Permission Delegation

zfs allow 

pool, but drives with 4 KB sectors report that their sectors are 512 bytes for compatibility.
Setting vfs.zfs.min_auto_ashift to 12 (2^12 = 4096) before creating a pool forces ZFS to use 4 KB
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blocks for best performance on these drives.

Forcing 4 KB blocks is also useful on pools with planned disk upgrades. Future disks use 4 KB
sectors, and ashift values cannot change after creating a pool.

In some specific cases, the smaller 512-byte block size might be preferable. When used with 512-
byte disks for databases or as storage for virtual machines, less data transfers during small
random reads. This can provide better performance when using a smaller ZFS record size.

• vfs.zfs.prefetch_disable - Disable prefetch. A value of 0 enables and 1 disables it. The default is
0, unless the system has less than 4 GB of RAM. Prefetch works by reading larger blocks than
requested into the ARC in hopes to soon need the data. If the workload has a large number of

 - Number of milliseconds of delay inserted between each I/O during a
resilver. To ensure that a resilver does not interfere with the normal operation of the pool, if
any other I/O is happening the resilver will delay between each command. This value controls
the limit of total IOPS (I/Os Per Second) generated by the resilver. ZFS determins the granularity
of the setting by the value of kern.hz which defaults to 1000 ticks per second. Changing this

547

https://man.freebsd.org/cgi/man.cgi?query=sysctl&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=sysctl&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=sysctl&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=sysctl&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=sysctl&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=sysctl&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=sysctl&sektion=8&format=html


setting results in a different effective IOPS limit. The default value is 2, resulting in a limit of:
1000 ticks/sec / 2 = 500 IOPS. Returning the pool to an Online state may be more important if
another device failing could Fault the pool, causing data loss. A value of 0 will give the resilver
operation the same priority as other operations, speeding the healing process. Other recent
activity on the pool limits the speed of resilver, as determined by vfs.zfs.scan_idle

options        KVA_PAGES=512

This expands the kernel address space, allowing the vm.kvm_size tunable to push beyond the
imposed limit of 1 GB, or the limit of 2 GB for PAE. To find the most suitable value for this option,
divide the desired address space in megabytes by four. In this example 512 for 2 GB.

22.6.2.3. Loader Tunables

Increases the kmem address space on all FreeBSD architectures. A test system with 1 GB of physical
memory benefitted from adding these options to /boot/loader.conf and then restarting:

vm.kmem_size="330M"
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vm.kmem_size_max="330M"
vfs.zfs.arc.max="40M"
vfs.zfs.vdev.cache.size="5M"

For a more detailed list of recommendations for ZFS-related tuning, see https://wiki.freebsd.org/
ZFSTuningGuide.

22.7. Further Resources
• OpenZFS

• FreeBSD Wiki - ZFS Tuning

•

vdevs, the underlying devices that store the data. A pool is then used to create one or
more file systems (datasets) or block devices (volumes). These datasets and volumes
share the pool of remaining free space. Each pool is uniquely identified by a name and a
GUID. The ZFS version number on the pool determines the features available.
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vdev
Types

A pool consists of one or more vdevs, which themselves are a single disk or a group of
disks, transformed to a RAID. When using a lot of vdevs, ZFS spreads data across the
vdevs to increase performance and maximize usable space. All vdevs must be at least
128 MB in size.

•
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Transact
ion
Group
(TXG)

Transaction Groups are the way ZFS groups blocks changes together and writes them to
the pool. Transaction groups are the atomic unit that ZFS uses to ensure consistency. ZFS
assigns each transaction group a unique 64-bit consecutive identifier. There can be up to
three active transaction groups at a time, one in each of these three states:

* Open



Volume ZFS can also create volumes, which appear as disk devices. Volumes have a lot of the
same features as datasets, including copy-on-write, snapshots, clones, and
checksumming. Volumes can be useful for running other file system formats on top of
ZFS, such as UFS virtualization, or exporting iSCSI extents.
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Snapsho
t

scrub. Checksum
algorithms include:

* fletcher2 * fletcher4 * sha256 The fletcher algorithms are faster, but sha256 is a strong
cryptographic hash and has a much lower chance of collisions at the cost of some
performance. Deactivating checksums is possible, but strongly discouraged.
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Compres
sion

Each dataset has a compression property, which defaults to off. Set this property to an
available compression algorithm. This causes comfg

When set to a value greater than 1, the copies property instructs ZFS to maintain copies
of each block in the crossref:zfs[zfs-term-filesystem,file system] or volume. Setting this
property on important datasets provides added redundancy from which to recover a
block that does not match its checksum. In pools without redundancy, the copies feature
is the single form of redundancy. The copies feature can recover from a single bad sector
or other forms of minor corruption, but it does not protect the pool from the loss of an
entire disk.
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Group
Quota

Online state after the reconnected or new device has completed the Resilver process.

Faulted A pool or vdev in the Faulted state is no longer operational. Accessing the data is no
longer possible. A pool or vdev enters the Faulted state when the number of missing or
failed devices exceeds the level of redundancy in the vdev. If reconnecting missing
devices the pool will return to an Online state. Insufficient redundancy to compensate
for the number of failed disks loses the pool contents and requires restoring from
backups.
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Chapter 23. Other File Systems

23.1. Synopsis
File systems are a fundamental component of any operating system. They enable users to store,
manage, and access data, making storage devices like hard drives, flash drives, and USB storage
devices practical for everyday use. Different operating systems use different file systems natively.

FreeBSD has traditionally used the Unix File System (UFS), with the modernized UFS2 as its primary
native file system. FreeBSD also uses the Z File System (ZFS), known for its advanced features,
robustness, and reliability. See The Z File System (ZFS) for more details.

In addition to its native file systems, FreeBSD supports a broad range of file systems from other
operating systems. Support for these file systems varies, some require loading kernel modules,
while others need additional userland tools.

Before reading this chapter, you should:

• Be familiar with UNIX® concepts and FreeBSD basics.

• Feel comfortable 

Journalling and encryption are not supported yet.

To access an ext file system, mount the ext volume by specifying its FreeBSD partition name and an
existing mount point. This example mounts /dev/ada1s1 on /mnt:
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# mount -t ext2fs /dev/ada1s1 /mnt

23.3. Windows® File Systems
FreeBSD supports FAT, exFAT, and NTFS file systems, enabling access to Windows-formatted
storage.

23.3.1. FAT File System

The FAT file system is a simple and robust file system. Although it lacks the performance, reliabÜHBefore using a FUSE file system, load the fusefs(5)

# kldload fusefs

Use sysrc(8) to load the module at startup:

# sysrc kld_list+=fusefs

Mount the exFAT volumne by specifying its FreeBSD partition name and an existing mount point.
This example mounts /dev/ada0s1 on /mnt:
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# mount.exfat /dev/ada0s1 /mnt

23.3.3. NTFS File System

NTFS is a robust file system developed by Microsoft® and commonly used in Windows operating
systems. FreeBSD provides full read and write support for NTFS through the filesystems/ntfs
package, making it easy to access and modify NTFS-formatted storage devices.

To use NTFS on FreeBSD, install the filesystems/ntfs package, load the FUSE kernel module, and
mount the file system as shown below:

Install the NTFS package:

# pkg install ntfs

Before using a FUSE file system, load the fusefs(5)only used on older Macdevices and external drives. FreeBSD provides read-only support for HFS/HFS+ through thefilesystems/hfsfuse package.

filesystems/hfsfuse package, load the FUSE kernel module,
and mount the file system as shown below:

Install the HFS/HFS+ package:
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# pkg install fusefs-hfsfuse

Before using a FUSE file system, load the fusefs(5) kernel module:

# kldload fusefs

Use sysrc(8) to load the module at startup:

# sysrc kld_list+=fusefs

Mount the HFS/HFS+ volumne by specifying its FreeBSD partition name and an existing mount
point. This example mounts /dev/ada0s1 on /mnt:

# hfsfuse /dev/ada0s1 /mnt
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Chapter 24. Virtualization

24.1. Synopsis
Virtualization software allows multiple operating systems to run simultaneously on the same
computer. Such software systems for PCs often involve a host operating system which runs the
virtualization software and supports any number of guest operating systems.

After reading this chapter, you will know:

• The difference between a host operating system and a guest operating system.

• How to install FreeBSD on the following virtualization platforms:

◦ Parallels Desktop(Apple® macOS®)

◦ VMware Fusion(Apple® macOS®)

◦ VirtualBox™(Microsoft® Windows®, Intel®-based Apple® macOS®, Linux)

◦ QEMU(FreeBSD)

◦ bhyve(FreeBSD)

• How to tune a FreeBSD system for best performance under virtualization.

Before reading this chapter, you should:

•

 and proceed.
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Select the FreeBSD image file.
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Choose Other as operating system.

 Choosing FreeBSD will cause boot error on startup.

Name the virtual machine and check Customize settings before installation
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When the configuration window pops up, go to Hardware tab, choose Boot order, and click
Advanced. Then, choose EFI 64-bit as BIOS.
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Click OK, close the configuration window, and click Continue.
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The virtual machine will automatically boot. Install FreeBSD following the general steps.
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24.2.2. Configuring FreeBSD on Parallels
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2. Create a New Kernel Configuration File

All SCSI, FireWire, and USB device drivers can be removed from a custom kernel configuration
file. Parallels provides a virtual network adapter used by the ed(4) driver, so all network devices
except for ed(4) and miibus(4) can be removed from the kernel.

3. Configure Networking

The most basic networking setup uses DHCP to connect the virtual machine to the same local
area network as the host Mac®. This can be accomplished by adding ifconfig_ed0="DHCP" to
/etc/rc.conf. More advanced networking setups are described in Advanced Networking.

24.3. FreeBSD as a Guest on VMware Fusion for
macOS®
VMware Fusion for Mac® is a commercial software product available for Apple® Mac® computers
running macOS® 12 or higher. FreeBSD is a fully supported guest operating system. Once VMware
Fusion has been installed on macOS®, the user can configure a virtual machine and then install the
desired guest operating system.

24.3.1. Installing FreeBSD on VMware Fusion

The first step is to start VMware Fusion which will load the Virtual Machine Library. Click +→New
to create the virtual machine:
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This will load the New Virtual Machine Assistant. Choose Create a custom virtual machine and click
Continue to proceed:

Select Other as the Operating System and either FreeBSD X or FreeBSD X 64-bit, as the Version
when prompted:
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Choose the firmware(UEFI is recommended):
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Choose Create a new virtual disk and click Continue:
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Check the configuration and click Finish:
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Choose the name of the virtual machine and the directory where it should be saved:
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Press command+E to open virtual machine settings and click CD/DVD:
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Choose FreeBSD ISO image or from a CD/DVD:

Start the virtual machine:
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Install FreeBSD as usual:
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Once the install is complete, the settings of the virtual machine can be modified, such as memory
usage and the number of CPUs the virtual machine will have access to:


The System Hardware settings of the virtual machine cannot be modified while the
virtual machine is running.
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The status of the CD-ROM device. Normally the CD/DVD/ISO is disconnected from the virtual
machine when it is no longer needed.

The last thing to change is how the virtual machine will connect to the network. To allow
connections to the virtual machine from other machines besides the host, choose Connect directly
to the physical network (Bridged). Otherwise, Share the host’s internet connection (NAT) is
preferred so that the virtual machine can have access to the Internet, but the network cannot
access the virtual machine.
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VMware Fusion provides a virtual network adapter used by the em(4) driver, so all network
devices except for em(4) can be removed from the kernel.

3. Configure Networking
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The most basic networking setup uses DHCP to connect the virtual machine to the same local
area network as the host Mac®. This can be accomplished by adding ifconfig_em0="DHCP" to
/etc/rc.conf. More advanced networking setups are described in Advanced Networking.

4. Install drivers and open-vm-tools

To run FreeBSD smoothly on VMWare, drivers should be installed:

• Clipboard sharing.

• Mouse pointer integration.

• Host time synchronization.

• Window scaling.

• Seamless mode.

 These commands are run in the FreeBSD guest.

First, install the emulators/virtualbox-ose-additions package or port in the FreeBSD guest. This will
install the port:

# cd /usr/ports/emulators/virtualbox-ose-additions && make install clean

Add these lines to /etc/rc.conf:

580

https://cgit.freebsd.org/ports/tree/emulators/virtualbox-ose-additions/


vboxguest_enable="YES"
vboxservice_enable="YES"

If ntpd(8) or ntpdate(8) is used, disable host time synchronization:

vboxservice_flags="--disable-timesync"

Xorg will automatically recognize the vboxvideo driver. It can also be manually entered in
/etc/X11/xorg.conf:

Section "Device"
    Identifier "Card0"
    Driver "vboxvideo"
    VendorName "InnoTek Systemberatung GmbH"
    BoúH

Note that the shared folder name must not contain spaces. Mount the shared folder from within the
guest system like this:

# mount_vboxvfs -w myshare /mnt

24.5. FreeBSD as a Host with VirtualBox™
VirtualBox™ is an actively developed, complete virtualization package, that is available for most
operating systems including Windows®, macOS®, Linux® and FreeBSD. It is equally capable of
running Windows® or UNIX®-like guests. It is released as open source software, but with closed-
source components available in a separate extension pack. These components include support for
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USB 2.0 devices. More information may be found on the Downloads page of the VirtualBox™ wiki.

# pw groupmod vboxusers -m yourusername

The default permissions for /dev/vboxnetctl are restrictive and need to be changed for bridged
networking:

# chown root:vboxusers /dev/vboxnetctl
# chmod 0660 /dev/vboxnetctl

To make this permissions change permanent, add these lines to /etc/devfs.conf:
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Within VirtualBox™, this is set up from the Storage window in the Settings of the virtual machine. If
needed, create an empty IDECD/DVD device first. Then choose the Host Drive from the popup menu
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for the virtual CD/DVD drive selection. A checkbox labeled Passthrough will appear. This allows the
virtual machine to use the hardware directly. For example, audio CDs or the burner will only
function if this option is selected.

In order for users to be able to use VirtualBox™DVD/CD functions, they need access to /dev/xpt0,
/dev/cdN, and /dev/passN. This is usually achieved by making the user a member of operator.
Permissio(Sparc™ and Sparc64™), and others. The list of 

 is regularly kept up
to date.

This section describes how to use QEMU for both System Emulation and User Mode Emulation on
FreeBSD, and provides examples of using QMEU commands and command line utilities.

24.6.1. Installing QEMU Software

QEMU is available as a FreeBSD package or as a port in emulators/qemu. The package build
includes sane options and defaults for most users and is the recommended method of installation.

# pkg install qemu
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The package installation includes several dependencies. Once the installation is complete, create a
link to the host version of QEMU that will be used most often. If the host is an Intel™ or AMD™ 64
bit system that will be:

# ln -s /usr/local/bin/qemu-system-x86_64 /usr/local/bin/qemu

Test the installation by running the following command as a non-root user:

% qemu

This brings up a window with QEMU actively trying to boot from hard disk, floppy disk, DVD/CD,
and PXE. Nothing has been set up yet, so the command will produce several errors and end with
"No bootable device" as shown in Figure 1. However, it does show that the QEMU software has been
installed correctly.

Figure 61. QEMU with no bootable image

24.6.2. Virtual Machine Install



QEMU is under very active development. Features and command options can
change from one version to the next. This section provides examples developed
with QEMU version 9.0.1 (Summer, 2024). When in doubt, always consult the
QEMU Documentation particularly the About QEMU page which has links to
supported build platforms, emulation, deprecated features, and removed features.

Follow the steps below to create two virtual machines named "left", and "right". Most commands
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can be performed without root privileges.

1. Create a test environment to work with QEMU:

% mkdir -p ~/QEMU  ~/QEMU/SCRIPTS  ~/QEMU/ISO  ~/QEMU/VM

The SCRIPTS directory is for startup scripts and utilities. The ISO directory is for the guest ISO
boot images. The VM directory is where the virtual machine images (VMs) will reside.

2. Download a recent copy of FreeBSD into ~/QEMU/ISO:

% qemu-img create -f qcow2 -o preallocation=full,cluster_size=512K,lazy_refcounts
=on right.qcow2 20G

To see the actual size of the file use:
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% du -Ah right.qcow2

4. Set up networking for both virtual machines with the following commands. In this v∆VgB∆fñ∆VÊ�÷S“‚‚ıd“ˆ∆VgBÊñ÷r�¿

  -blockdev driver=raw,node-name=drive0,file=imgleft \
  -device virtio-blk-pci,drive=drive0,bootindex=1  \
  -netdev tap,id=nd0,ifname=tap0,script=no,downscript=no,br=bridge0 \
  -device e1000,netdev=nd0,mac=02:20:6c:65:66:74 \
  -name \"left\"

 Save the above into a file (for example left.sh) and simply run: % /bin/sh left.sh

QEMU will start up a virtual machine in a separate window and boot the FreeBSD iso as shown in
Figure 2. All command options such as -cpu and -boot are fully described in the QEMU man page
qemu(1).
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Figure 62. FreeBSD Boot Loader Menu


If the mouse is clicked in the QEMU console window, QEMU will “grab” the mouse
as shown in Figure 4. Type 

• For networking use DHCP. If desired, configure IPv6 if supported by the local LAN.

• When adding the default user, ensure they are a member of the wheel group.

Once the installation completes, the virtual machine reboots into the newly installed FreeBSD
image.

Login as root and update the system as follows:

# freebsd-update fetch install
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# reboot


After a successful installation, QEMU will boot the operating system installed on
the disk, and not the installation program.


QEMU supports a -runas option. For added security, include the option "-runas
your_user_name" in the script listing above. See qemu(1) for details.

Login as root
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Figure 65. Switching to Another Virtual Console in the QEMU Window





Figure 66. Using the View Menu Zoom to Fit Option

24.6.3.4. Other QEMU Window Menu Options

Also shown in the View menu are

• cirrus-vga, serial0, and parallel0 options. These allow for switching input/output to the
selected device.

The QEMU window Machine menu allows for four types of control over the guest VM:

• Pause allows for pausing the QEMU virtual machine. This may be helpful in freezing a fast
scrolling window.

• Reset immediately resets the virtual machine back at cold "power on" state. As with a real
machine, it is not recommended unless absolutely necessary.

• Power Down simulates an ACPI shutdown signal and the operating system goes through a graceful
shutdown.

• Quit powers off the virtual machine immediately - also not recommended unless necessary.
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24.6.4. Adding a Serial Port Interface to a Guest VM

To implement a serial console, a guest VM running FreeBSD needs to insert

  -device e1000,netdev=nd0,mac=02:20:6c:65:66:74 \
  -name \"left\"
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Figure 67. Enabling a Serial Port over TCP

In Figure 8, the serial port is redirected to a TCP port on the host system at VM startup and the
QEMU monitor waits (wait=on) to activate the guest VM until a telnet(1) connection occurs on the
indicated localhost port. After receiving a connection from a separate session, the FreeBSD system
starts booting and looks for a console directive in /boot/loader.conf. With the directive
"console=comconsole", FreeBSD starts up a console session on a serial port. The QEMU monitor
detects this and directs the necessary character I/O on that serial port to the telnet session on the
host. The system boots and once finished, login prompts are enabled on the serial port (

/boot/loader.conf file to not
require a serial console.
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24.6.5. QEMU User Mode Emulation

QEMU also supports running applications that are precompiled on an architecture different from
the host CPU. For example, it is possible to run a Sparc64 architecture operating system on an
x86_64 host. This is demonstrated in the next section.

24.6.5.1. Setting up a SPARC64 Guest VM on an x86_64 Host

Setting up a new VM with an architecture different from the host involves several steps:

• Getting the software that will run on the guest VM

• Creating a new disk image for the guest VM

•

595



  -smp 1,sockets=1,cores=1,threads=1 \
  -rtc base=utc \
  -m 1024 \
  -boot d \
  -drive file=../VM/sparc64.qcow2,if=none,id=drive-ide0-0-1,format=qcow2,cache=none
\
  -cdrom ../ISO/install68.iso \
  -device ide-hd,bus=ide.0,unit=0,drive=drive-ide0-0-1,id=ide0-0-1 \
  -msg timestamp=on \
  -net nic,model=sunhme -net user \
  -nographic \
  -name \"sparc64\"

Note the following:

• The -boot d option boots from the QEMU CDROM device which is set as -cdrom
../ISO/install68.iso.
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Figure 68. QEMU Booting OpenBSD 6.8 Sparc64 from CDROM During User Mode Emulation

Once the system is installed, modify the script and change the boot parameter to -boot c. This will
indicate to QEMU to boot from the supplied hard disk, not the CDROM.

The installed system can be used just like any other guest virtual machine. However, the underlying
architecture of the guest is Sparc64, not x86_64.


If the system is halted at the OpenBios console prompt 0 >, enter power-off to exit
the system.

Figure 10 shows a root login to the installed system and running uname(1).
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Figure 69. QEMU Booting from CDROM During User Mode Emulation

24.6.6. Using the QEMU Monitor

The QEMU monitor controls a running QEMU emulator (guest VM).

Using the monitor, it is possible to:

• Dynamically remove or insert devices, including disks, network interfaces, CD-ROMs, or floppies

• Freeze/unfreeze the guest VM, and save or restore its state from a disk file

• Gather information about the state of the VM and devices

• Change device settings on the fly

As well as many other operations.

The most common uses of the monitor are to examine the state of the VM, and to add, delete, or
change devices. Some operations such as migrations are only available under hypervisor
accelerators such as KVM, Xen, etc. and are not supported on FreeBSD hosts.

When using a graphical desktop environment, the simplest way to use the QEMU monitor is the
-monitor stdio option when launching QEMU from a terminal session.
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# /usr/local/bin/qemu-system-x86_64  -monitor stdio \
  -cpu qemu64 \
  -vga cirrus \
  -m 4096  -smp 4   \
  ...

This results in a new prompt (qemu) in the terminal window as shown in Figure 11.

Figure 70. QEMU Monitor Prompt and "stop" Command

The image also shows the stop command freezing the system during the FreeBSD boot sequence.
The system will remain frozen until the cont command is entered in the monitor.

24.6.6.1. Adding a New Disk to the VM

To add a new disk to a running VM, the disk needs to be prepared as above:

% cd ~/QEMU/VM
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% qemu-img create -f raw  new10G.img  10G

Figure 12 shows the monitor command sequence needed to add a new disk in the VM. Once the
device has been added with the device_add command in the monitor it shows up on the FreeBSD
system console shown in the lower part of the figure. The disk can be configured as needed.

Note that the new disk must be added to the startup script if it is to be used after a VM reboot.
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Figure 71. QEMU Monitor Commands to Add a New Disk
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24.6.6.2. Using the QEMU Monitor to Manage Snapshots

QEMU’s documentation describes several similar concepts when using the term snapshot. There is
the -snapshot option on the comman¿

  -blockdev driver=qcow2,node-name=drive0,file=imgleft \
  -device virtio-blk-pci,drive=drive0,bootindex=1  \
  -netdev tap,id=nd0,ifname=tap0,script=no,downscript=no,br=bridge0 \
  -device e1000,netdev=nd0,mac=02:20:6c:65:66:74 \
  -name \"left\"

To demonstrate snapshots, the following procedure can be used:

1. Install FreeBSD from scratch

2. Prepare the environment and take a snapshot with the savevm monitor command

3. Install several packages

4. Shut down the system

5. Restart a bare QEMU instance and utilize the monitor command loadvm to restore the VM
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6. Observe that the restored VM does not have any packages
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(qemu) savevm original_install

Next, in the main console window, install a package, such as zip(1) which has no dependencies.
Once that completes, renter the monitor and create another snapshot (snap1_pkg+zip).

Figure 14 shows the results of the above commands and the output of the info shapshots command.

Figure 73. QEMU Using Monitor Commands for Snapshots

Reboot the system, and before FreeBSD starts up, switch to the monitor and enter stop. The VM will
stop.

Enter loadvm with the tag you used above (here original_install

keyboard. The editor, still in insert mode, should respond accordingly. Any other programs running
at the time the snapshot was taken should be unaffected.

The above steps show how a snapshot can be taken, the system modified, and then "rolled back" by
restoring the previous snapshot.

By default QEMU stores snapshot data in the same file as the image. View the list of snapshots with
qemu-img(1) as shown below in Figure 15.
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Figure 74. QEMU Using qemu-img(1) to Examine Snapshots

24.6.7. Using QEMU USB Devices

QEMU supports the creation of virtual USB devices that are backed by an image file. These are
virtual USB devices that can be partitioned, formatted, mounted, and used just like a real USB

qemu-img(1)). The next line contains the -device usb-ehci specification for
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a USB EHCI controller, with id=ehci. Finally, a -device usb-storage specification ties the above drive
to the EHCI USB bus.

When the system is booted, FreeBSD will recognize a USB hub, add the attached USB device, and
assign it to da0 as shown in Figure 16.

Figure 75. QEMU Created USB Hub and Mass Storage Device

The device is ready to be partitioned with gpart(8)

device_add step below.

• device_add adds a USB device to the guest VM.
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Figure 76. QEMU Monitor Commands to Access a USB Device on the Host

As before, once device_add completes, the FreeBSD kernel recognizes a new USB device, as shown in
the lower half of the .

Using the new device is shown in Figure 18.
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Change the above device identifiers to match the installed hardware. Consult ntfs-3g(8) for
additional information on working with NTFS filesystems.

24.6.9. QEMU on FreeBSD Summary

As noted above, QEMU works with several different hypervisor accelerators.

The list of Virtualization Accelerators supported by QEMU includes:
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• KVM on Linux supporting 64 bit Arm, MIPS, PPC, RISC-V, s390x, and x86

• Xen on Linux as dom0 supporting Arm, x86

VT-x  line for Intel® processors.

24.7.1. Preparing the Host

The first step to creating a virtual machine in bhyve is configuring the host system. First, load the
bhyve kernel module:

# kldload vmm

There are several ways to connect a virtual machine guest to a host’s network; one straightforward
way to accomplish this is to create a tap interface for the network device in the virtual machine to
attach to. For the network device to participate in the network, also create a bridge interface
containing the tap interface and the physical interface as members. In this example, the physical
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interface is igb0:

# sh /usr/share/examples/bhyve/vmrun.sh -h

This example starts the virtual machine in installation mode:

# sh /usr/share/examples/bhyve/vmrun.sh -c 1 -m 1024M -t tap0 -d guest.img \
     -i -I FreeBSD-14.0-RELEASE-amd64-bootonly.iso guestname
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The virtual machine will boot and start the installer. After installing a system in the virtual
machine, when the system asks about dropping into a shell at the end of the installation, choose
[ Yes ].

Reboot the virtual machine. While rebooting the virtual machine causes bhyve to exit, the
vmrun.sh

(cd0)/isolinux/initrd.img
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grub> boot

Now that the Linux® kernel is loaded, the guest can be started:

# bhyve -A -H -P -s 0:0,hostbridge -s 1:0,lpc -s 2:0,virtio-net,tap0 \
    -s 3:0,virtio-blk,./linux.img -s 4:0,ahci-cd,./somelinux.iso \

In addition to bhyveload and grub-bhyve, the bhyve hypervisor can also boot virtual machines using
the UEFI firmware. This option may support guest operating systems that are not supported by the
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other loaders.

To make use of the UEFI support in bhyve, first obtain the UEFI firmware images. This can be done
by installing sysutils/bhyve-firmware port or package.

With the firmware in place, add the flags -l bootrom,/path/to/firmware to your bhyve command
line. The actual bhyve command may look like this:

# bhyve -AHP -s 0:0,hostbridge -s 1:0,lpc \

\
    guest
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24.7.5. Graphical UEFI Framebuffer for bhyve Guests

The UEFI firmware support is particularly useful with predominantly graphical guest operating
systems such as Microsoft Windows®.

Support for the UEFI-GOP framebuffer may also be enabled with the -s 29,fbuf,tcp=0.0.0.0:5900
flags. The framebuffer resolution may be configured with w=800 and h=600, and bhyve can be
instructed to wait for a VNC connection before booting the guest by adding wait

-w \
      windows2016

Only one or two VCPUs should be used during installation but this number can be increased once
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Windows is installed.

VirtIO drivers must be installed to use the defined virtio-net network interface. An alternative is to
switch to E1000 (Intel E82545) emulation by changing virtio-net to e1000 in the above command
line. However, performance will be impacted.

24.7.6.1. Creating a Windows 11 Guest

Beginning with Windows 11, Microsoft introduced a hardware requirement for a TPM 2 module.
bhyve supports passing a hardware TPM through to a guest. The installation media can be modified
to disable the relevant hardware checks. A detailed description for this process can be found on the

 4 -m 1024M linuxguest

If you are using ZFS for the host as well as inside a guest, keep in mind the competing memory
pressure of both systems caching the virtual machine’s contents. To alleviate this, consider setting
the host’s ZFS filesystems to use metadata-only cache. To do this, apply the following settings to ZFS
filesystems on the host, replacing <name> with the name of the specific zvol dataset name of the
virtual machine.

# zfs set primarycache=metadata <name>

24.7.8. Creating a Virtual Machine Snapshot

Modern hypervisors allow their users to create "snapshots" of their state; such a snapshot includes
a guest’s disk, CPU, and memory contents. A snapshot can usually be taken independent of whether
the guest is running or shut down. One can then reset and return the virtual machine to the precise
state when the snapshot was taken.
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24.7.8.1. ZFS Snapshots

Using ZFS volumes as the backing storage for a virtual machine enables the snapshotting of the
guest’s disk. For example:

zfs snapshot zroot/path/to/zvol@snapshot_name

Though it is possible to snapshot a ZFS volume this way while the guest is running, keep in mind
that the contents of the virtual disk may be in an inconsistent state while the guest is active. It is
therefore recommended to first shutdown or pause the guest before executing this command.
Pausing a guest is not supported by default and needs to be enabled first (see Memory and CPU
Snapshots)



Rolling back a ZFS zvol to a snapshot while a virtual machine is using it may
corrupt the file system contents and crash the guest. All unsaved data in the guest
will be lost and modifications since the last snapsrted when the guest uses a single kind of each device,i.e. if there is more than one ahci-hd disk attached, snapshot creation will fail•

won’t work on AMD CPUs.


Make sure the /usr/src directory is up-to date before taking the following steps. See
Updating the Source for the detailed procedure how to do this.

First, add the following to /etc/src.conf:

WITH_BHYVE_SNAPHOT=yes
BHYVE_SNAPSHOT=1
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MK_BHYVE_SNAPSHOT=yes



If the system was partially or wholly rebuilt, it is recommended to run

# cd /usr/src
# make cleanworld

before proceeding.

Then follow the steps outlined in the Quick Start section of the Updating FreeBSD from Source
chapter to build and install world and kernel.

To verify successful activation of the snapshot feature, enter

# bhyvectl --usage

and check if the output lists a 

• metadata - contains meta data about the system state, named with the suffix .meta

To restore a guest from a snapshot, use the -r flag with bhyve:

# bhyve -r /path/to/snapshot/filename

Restoring a guest snapshot on a different CPU architecture will not work. Generally, attempting to
restore on a system not identical to the snapshot creator will likely fail.
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24.7.9. Jailing bhyve

For improved security and separation of virtual machines from the host operating system, it is
possible to run bhyve in a jail. See Jails for an in-depth description of jails and their security
benefits.



add path 'urandom' unhide
add path 'random' unhide
add path 'crypto' unhide
add path 'shm' unhide
add path 'zero' unhide
add path 'null' unhide
add path 'mem' unhide
add path 'vmm' unhide
add path 'vmm/*' unhide
add path 'vmm.io' unhide
add path 'vmm.io/*' unhide
add path 'nmdmbhyve*' unhide
add path 'zvol' unhide
add path 'zvol/zroot' unhide
add path 'zvol/zroot/vms' unhide

If you intend to use bhyve on the host as well as in a one or more jails, remember
that tap and nmdm interface names will operate in a shared environment. For
example, you can use /dev/nmdmbhyve0 only either for bhyve on the host or in a
jail.
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Restart devfs for the changes to be loaded:

# service devfs restart

Then add a definition for your new jail into /etc/jail.conf or /etc/jail.conf.d. Replace the interface
number $if and IP address with your personal variations.

Example 33. Using NA        exec.stop = "/bin/sh /etc/rc.shutdown";        exec.poststop += "/sbin/ifconfig ${name}0 destroy";}

pf or ipfw to NAT your jail traffic. See the Firewalls
chapter for more details on the available options to implement this.

Example 34. Using a bridged network connection

bhyve {
        $if = 0;
        exec.prestart = "/sbin/ifconfig epair${if} create up";
        exec.prestart += "/sbin/ifconfig epair${if}a up";
        exec.prestart += "/sbin/ifconfig epair${if}a name ${name}0";
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        exec.prestart += "/sbin/ifconfig epair${if}b name jail${if}";
        exec.prestart += "/sbin/ifconfig bridge0 addm ${name}0";
        exec.prestart += "/sbin/sysctl net.inet.ip.forwarding=1";

        exec.clean;

        host.hostname = "your-hostname-here";
        vnet;
        vnet.interface = "jail${if}";
        path = "/jails/${name}";
        persist;
        securelevel = 3;
        devfs_ruleset = 100;
        mount.devfs;

        allow.vmm;

        exec.start += "/bin/sh /etc/rc";
        exec.stop = "/bin/sh /etc/rc.shutdown";

        exec.poststop += "/sbin/ifconfig ${name}0 destroy";
}

# service jail restart bhyve

Afterwards, you can create a virtual machine within the jail. For a FreeBSD guest, download an
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installation ISO first:

# jexec bhyve
# cd /vms
# fetch -o freebsd.iso https://download.freebsd.org/releases/ISO-IMAGES/14.0/FreeBSD-
14.0-RELEASE-amd64-bootonly.iso

24.7.9.3. Creating a Virtual Machine Inside the Jail

To create a virtual machine, use bhyvectl to initialize it first:

# jexec bhyve
# bhyvectl --create --vm=bhyvevm0



Creating the guest with 

If instead you want to use an UEFI guest, remember to first install the required firmware
package sysutils/bhyve-firmware in the jail:
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# pkg -j bhyve install bhyve-firmware

Then use bhyve directly:

# bhyve -A -c 4 -D -H -m 2G \
        -s

Another user connecting to the same console could therefore make use of any active sessions
without having to first authenticate. For security reasons, it’s therefore recommended to logout
before disconnecting.

The number in the nmdm device path must be unique for each virtual machine and must not be
used by any other processes before bhyve starts. The number can be chosen arbitrarily and does
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not need to be taken from a consecutive sequence of numbers. The device node pair (i.e.
/dev/nmdm0a and /dev/nmdm0b) are created dynamically when bhyve connects its console and
destroyed when it shuts down. Keep this in mind when creating scripts to start your virtual

BSD-2 sysutils/bmd Documentation

vmstated BSD-2 sysutils/vmstated Documentation
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24.7.13. Persistent Configuration

In order to configure the system to start bhyve guests at boot time, some configuration file changes
are required.

1. /etc/sysctl.conf

When using tap interfaces as network backend, you either need to manually set each used tap
interface to UP or simply set the following sysctl:

net.link.tap.up_on_open=1



Modifying the IP address configuration of a system may lock you out if you are
executing these commands while you are connected remotely (i.e. via SSH)! Take
precautions to maintain system access or make those modifications while logged
in on a local terminal session.

24.8. FreeBSD as a Xen™-Host
Xen is a GPLv2-licensed type 1 hypervisor for Intel® and ARM® architectures. FreeBSD has
included i386™ and AMD® 64-Bit DomU and Amazon EC2 unprivileged domain (virtual machine)
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support since FreeBSD 8.0 and includes Dom0 control domain (host) support in FreeBSD 11.0.
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# cap_mkdb /etc/login.conf

Add an entry for the Xen™ console to /etc/ttys:

# sysrc cloned_interfaces="bridge0"
# sysrc ifconfig_bridge0="addm em0 SYNCDHCP"
# sysrc ifconfig_em0="up"
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Restart the host to load the Xen™ kernel and start the Dom0.

# reboot

After successfully booting the Xen™ kernel and logging into the system again, the Xen™
management tool xl is used to show information about the domains.

# xl list
Name                                        ID   Mem VCPUs      State   Time(s)
Domain-0          �

]
vnc = 1 ⑧
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vnclisten = "0.0.0.0"
serial = "pty"
usbdevice = "tablet"

These lines are explained in more detail:

①

 as a parameter⑩

# xl create freebsd.cfg



Each time the Dom0 is restarted, the configuration file must be passed to xl create
again to re-create the DomU. By default, only the Dom0 is created after a reboot,
not the individual VMs. The VMs can continue where they left off as they stored
the operating system on the virtual disk. The virtual machine configuration can
change over time (for example, when adding more memory). The virtual machine
configuration files must be properly backed up and kept available to be able to re-
create the guest VM when needed.

The output of xl list confirms that the DomU has been created.

# xl list
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Name                                        ID   Mem VCPUs      State   Time(s)
Domain-0                                     0  8192     4     r-----  1653.4
freebsd                                      1  1024     1     -b----   663.9

To begin the installation of the base operating system, start the VNC client, directing it to the main
network address of the host or to the IP address defined on the vnclisten line of freebsd.cfg. After
the operating system has been installed, shut down the DomU and disconnect the VNC viewer. Edit
freebsd.cfg, removing the line with the cdrom definition or commenting it out by inserting a 

If none of these options help solving the problem, please send the serial boot log to freebsd-
xen@FreeBSD.org and xen-devel@lists.xenproject.org for further analysis.
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24.8.4.2. Guest Creation Troubleshooting

Issues can also arise when creating guests, the following attempts to provide some help for those
trying to diagnose guest creation issues.

The most common cause of guest creation failures is the xl command spitting some error and
exiting with a return code different than 0. If the error provided is not enough to help identify the
issue, more verbose output can also be obtained from xl by using the v
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Chapter 25. Localization - i18n/L10n Usage
and Setup

25.1. Synopsis
FreeBSD is a distributed project with users and contributors located all over the world. As such,
FreeBSD supports localization into many languages, allowing users to view, input, or process data
in non-English languages. One can choose from most of the major languages, including, but not
limited to: Chinese, German, Japanese, Korean, French, Russian, and Vietnamese.

The term internationalization has been shortened to i18n, which represents the number of letters
between the first and the last letters of 



LanguageCode_Country Code Description

ru_RU Russian, Russia

zh_TW Traditional Chinese, Taiwan

A complete listing of available locales can be found by typing:

% locale -a | more

To determine the current locale setting:

Locale settings are configured either in a user’s ~/.login_conf or in the startup file of the user’s shell:
~/.profile, ~/.bashrc, or ~/.cshrc.

Two environment variables should be set:

• LANG, which sets the locale

• MM_CHARSET, which sets the MIME character set used by applications

In addition to the user’s shell configuration, these variables should also be set for specific
application configuration and Xorg configuration.

Two methods are available for making the needed variable assignments: the login class method,
which is the recommended method, and the startup file method. The next two sections demonstrate
how to use both methods.
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25.2.1.1. Login Classes Method

This first method is the recommended method as it assigns the required environment variables for
locale name and MIME character sets for every possible shell. This setup can either be performed
by each user or it can be configured for all users by the superuser.

This minimal example sets both variables for Latin-1 encoding in the .login_conf of an individual
user’s home directory:

me:\
    :charset=ISO-8859-1:\
    :lang=de_DE.ISO8859-1:

Here is an example of a user’s ~/.login_conf that sets the variables for Traditional Chinese in BIG-5
encoding. More variables are needed because some applications do not correctly respe`

    :charset=ISO-8859-1:\
    :lang=de_DE.ISO8859-1:\
    :tc=default:

See login.conf(5) for more details about these variables. Note that it already contains pre-defined
russian class.

Whenever /etc/login.conf is edited, remember to execute the following command to update the
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capability database:

# cap_mkdb /etc/login.conf


For an end user, the 

# chpass user_name

25.2.1.2. Shell Startup File Method

This second method is not recommended as each shell that is used requires manual configuration,
where each shell has a different configuration file and differing syntax. As an example, to set the
German language for the sh shell, these lines could be added to ~/.profile to set the shell for that
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user only. These lines could also be added to /etc/profile or /usr/share/skel/dot.profile to set that
shell for all users:

LAB�d

keymap=keymap_name
keychange="fkey_number sequence"

To see the list of available screenmaps, type ls /usr/share/syscons/scrnmaps. Do not include the
.scm suffix when specifying screenmap_name. A screenmap with a corresponding mapped font is
usually needed as a workaround for expanding bit 8 to bit 9 on a VGA adapter’s font character
matrix so that letters are moved out of the pseudographics area if the screen font uses a bit 8
column.

To see the list of available keymaps, type ls /usr/share/syscons/keymaps. When specifying the
keymap_name, do not include the .kbd suffix. To test keymaps without rebooting, use kbdmap(1).
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The keychange entry is usually needed to program function keys to match the selected terminal type
because function key sequences cannot be defined in the keymap.

Next, set the correct console terminal type in /etc/ttys for all virtual terminal entries. Defined
Terminal Types for Character Sets summarizes the available terminal types.:

Table 36. Defined Terminal Types for Character Sets

Character Set Terminal Type

ISO8859-1 or ISO8859-15

language uses this range, move the cursor’s range by adding the following line to /etc/rc.conf:

mousechar_start=3

25.2.3. Xorg Setup

The X Window System describes how to install and configure Xorg. When configuring Xorg for
localization, additional fonts and input methods are available from the FreeBSD Ports Collection.
Application specific i18n settings such as fonts and menus can be tuned in ~/.Xresources and should
allow users to view their selected language in graphical application menus.
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The X Input Method (XIM) protocol is an Xorg standard for inputting non-English characters.
Available Input Methods summarizes the input method applications which are available in the
FreeBSD Ports Collection. Additional Fcitx and Uim applications are also available.

Table 38. Available Input Methods

Korean korean/scim-hangul

Korean korean/scim-tables
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Language Input Method

scrnmap="utf-82cp866"
font8x16="cp866b-8x16"
font8x14="cp866-8x14"
font8x8="cp866-8x8"
mousechar_start=3

For each ttyv entry in /etc/ttys, use cons25r as the terminal type.

To configure printing, a special output filter is needed to convert from KOI8-R to CP866 since most
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printers with Russian characters come with hardware code page CP866. FreeBSD includes a default
filter for this purpose, /usr/libexec/lpr/ru/koi2alt. To use this filter, add this entry to /etc/printcap:

Option "XkbVariant" ",winkeys"


The Russian XKB keyboard may not work with non-localized applications.
Minimally localized applications should call a XtSetLanguageProc (NULL, NULL,
NULL); function early in the program.
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See http://koi8.pp.ru/xwin.html for more instructions on localizing Xorg applications. For more
general information about KOI8-R encoding, refer to http://koi8.pp.ru/.

25.4.2. Additional Language-Specific Resources

This section lists some additional resources for configuring other locales.

Traditional Chinese for Taiwan

The FreeBSD-Taiwan Project has a Chinese HOWTO for FreeBSD at
http://netlab.cse.yzu.edu.tw/~statue/freebsd/zh-tut/.

Greek Language Localization

A complete article on Greek support in FreeBSD is available here, in Greek only, as part of the
official FreeBSD Greek documentation.

Japanese and Korean Language Localization

For Japanese, refer to http://www.jp.FreeBSD.org/, and for Korean, refer to
http://www.kr.FreeBSD.org/.

Non-English FreeBSD Documentation

Some FreeBSD contributors have translated parts of the FreeBSD documentation to other
languages. They are available through links on the FreeBSD web site or in /usr/share/doc.
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Chapter 26. Updating and Upgrading
FreeBSD

26.1. Synopsis
FreeBSD is under constant development between releases. Some people prefer to use the officially
released versions, while others prefer to keep in sync with the latest developments. However, even
official releases are often updated with security and other critical fixes. Regardless of the version
used, FreeBSD provides all the necessary tools to keep the system updated, and allows for easy
upgrades between versions. This chapter describes how to track the development system and the
basic tools for keeping a FreeBSD system up-to-date.

After reading this chapter, you will know:

• How to keep a FreeBSD system up-to-date with freebsd-update or Git.

• How to compare the state of an installed system against a known pristine copy.

•

freebsd-update which can be used to perform both these tasks.

This utility supports binary security and errata updates to FreeBSD, without the need to manually
compile and install the patch or a new kernel. Binary updates are available for all architectures and
releases currently supported by the security team. The list of supported releases and their
estimated end-of-life dates are listed at https://www.FreeBSD.org/security/.

This utility also supports operating system upgrades to minor point releases as well as upgrades to
another release branch. Before upgrading to a new release, review its release announcement as it
contains important information pertinent to the release. Release announcements are available
from https://www.FreeBSD.org/releases/.
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
If a crontab(5) utilizing the features of freebsd-update(8) exists, it must be disabled
before upgrading the operating system.

This section describes the configuration file used by freebsd-update, demonstrates how to apply a
security patch and how to upgrade to a minor or major operating system release, and discusses
some of the considerations when upgrading the operating system.

26.2.1. The Configuration File

The default configuration file for freebsd-update works as-is. Some users may wish to tweak the
default configuration in /etc/freebsd-update.conf, allowing better control of the process. The
comments in this file explain the available options, but the following may require a bit more

# will have any local changes merged into the version from the new release.
MergeChanges /etc/ /var/named/etc/ /boot/device.hints
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List of directories with configuration files that freebsd-update should attempt to merge. The file
merge process is a series of diff(1) patches. Merges are either accepted, open an editor, or cause
freebsd-update to abort. When in doubt, backup /etc and just accept the merges.

# Directory in which to store downloaded updates and temporary
# files used by FreeBSD Update.
# WorkDir /var/db/freebsd-update

requires a reboot due to a kernel update, execute the commands freebsd-version
-k and uname -r. Reboot the system if the outputs differ.

The system can be configured to automatically check for updates once every day by adding this
entry to /etc/crontab:

644

https://man.freebsd.org/cgi/man.cgi?query=diff&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=freebsd-update.conf&sektion=5&format=html


@daily                                  root    freebsd-update cron

If patches exist, they will automatically be downloaded but will not be applied. The root user will be
sent anFreeBSD 13.1 to 13.2.Major version

• FreeBSD 13.2 to 14.0.
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Both types of upgrade can be performed by providing freebsd-update with a release version target.



After each new RELEASE, FreeBSD package build servers will, for a limited period,
not use the newer version of the operating system. This provides continuity for the
many users who do not upgrade immediately after a release announcement. For
example:

done.
Fetching metadata index... done.
Inspecting system... done.

The following components of FreeBSD seem to be installed:
kernel/smp src/base src/bin src/contrib src/crypto src/etc src/games
src/gnu src/include src/krb5 src/lib src/libexec src/release src/rescue
src/sbin src/secure src/share src/sys src/tools src/ubin src/usbin
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world/base world/info world/lib32 world/manpages

The following components of FreeBSD do not seem to be installed:
kernel/generic world/catpages world/dict world/doc world/games
world/proflibs

use nextboot(8) to set the kernel for the next boot to the updated /boot/GENERIC:

# nextboot -k GENERIC



Before rebooting with the GENERIC kernel, make sure it contains all the drivers
required for the system to boot properly and connect to the network, if the
machine being updated is accessed remotely. In particular, if the running custom
kernel contains built-in functionality usually provided by kernel modules, make
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sure to temporarily load these modules into the GENERIC kernel using the
/boot/loa

GENERIC kernel is not required as freebsd-update only needs /boot/GENERIC to
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exist.

26.2.3.2. Upgrading Packages After a Major Version Upgrade

Generally, installed applications will continue to work without problems after minor version
upgrades. Major versions use different Application Binary Interfaces (ABIs), which will break most
third-party applications. After a major version upgrade, all installed packages and ports need to be
upgraded. Packages can be upgraded using pkg upgrade. To upgrade installed ports, use a utility
such as ports-mgmt/portmaster.

A forced upgrade of all installed packages will replace the packages with fresh versions from the
repository even if the version number has notî�

 and by storing the freebsd-
update data on a read-only file system when not in use, a better solution would be
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to compare the system against a secure disk, such as a DVD or securely stored
external USB disk device. An alternative method for providing IDS functionality
using a built-in utility is described in Binary Verification

To begin the comparison, specify the output file to save the results to:

# freebsd-update IDS >> outfile.ids

The system will now be inspected and a lengthy listing of files, along with the SHA256 hash values
for both the known value in the release and the current installation, will be sent to the specified

gpart(8),
gptboot(8), gptzfsboot(8), and loader.efi(8).

26.4. Updating the Documentation Set
Documentation is an integral part of the FreeBSD operating system. While an up-to-date version of
the FreeBSD documentation is always available on the FreeBSD web site (Documentation Portal), it
can be handy to have an up-to-date, local copy of the FreeBSD website, handbooks, FAQ, and
articles.

This section describes how to use either source or the FreeBSD Ports Collection to keep a local copy
of the FreeBSD documentation up-to-date.

For information on editing and submitting corrections to the documentation, refer to the FreeBSD
Documentation Project Primer for New Contributors (FreeBSD Documentation Project Primer for
New Contributors).
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26.4.1. Updating Documentation from Source

Rebuilding the FreeBSD documentation from source requires a collection of tools which are not
part of the FreeBSD base system. The required tools can be installed following these steps from the
FreeBSD Documentation Project Primer.

Once installed, use git to fetch a clean copy of the documentation source:

expected to have a high degree of technical skill. Less technical users who wish to track a
development branch should track FreeBSD-STABLE instead.

FreeBSD-CURRENT is the very latest source code for FreeBSD and includes works in progress,
experimental changes, and transitional mechanisms that might or might not be present in the next
official release. While many FreeBSD developers compile the FreeBSD-CURRENT source code daily,
there are short periods of time when the source may not be buildable. These problems are resolved
as quickly as possible, but whether or not FreeBSD-CURRENT brings disaster or new functionality
can be a matter of when the source code was synced.

FreeBSD-CURRENT is made available for three primary interest groups:

1. Members of the FreeBSD community who are actively working on some part of the source tree.
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2. Members of the FreeBSD community who are active testers. They are willing to spend time

this branch at a slower pace and with the general assumption that they have first been tested in
FreeBSD-CURRENT. This is still a development branch and, at any given time, the sources for
FreeBSD-STABLE may or may not be suitable for general use. It is simply another engineering
development track, not a resource for end-users. Users who do not have the resources to perform
testing should instead run the most recent release of FreeBSD.
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Those interested in tracking or contributing to the FreeBSD development process, especially as it
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The final field gives information regarding the kernel name, the person that built it, and the

makes it easy to quickly determine whether the fix is present in the currently running system.
Developers will often refer to the hash of the commit (or provide a URL which has that hash), but
not the n-number since the hash is the easily visible identifier for a change while the n-number is
not. Security advisories and errata notices will also note an n-number, which can be directly
compared against your system. When you need to use shallow Git clones, you cannot compare n-
numbers reliably as the git rev-list command counts all the revisions in the repository which a
shallow clone omits.

26.6. Updating FreeBSD from Source
Updating FreeBSD by compiling from source offers several advantages over binary updates. Code
can be built with options to take advantage of specific hardware. Parts of the base system can be
built with non-default settings, or left out entirely where they are not needed or desired. The build
process takes longer to update a system than just installing binary updates, but allows complete
customization to produce a tailored version of FreeBSD.
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26.6.1. Quick Start

This is a quick reference for the typical steps used to update FreeBSD by building from source.
Later sections describe the process in more detail.



When switching from mergemaster(8) to etcupdate(8), the first run might merge
changes incorrectly generating spurious conflicts. To prevent this, perform the
following steps before updating sources and building the new world:

# etcupdate extract ①
# etcupdate diff ②

① Bootstrap the database of stock /etc files; for more information see etcu

Compile and install the kernel. This is equivalent to make buildkernel installkernel.

⑥ Reboot the system to the new kernel.

⑦ Update and merge configuration files in /etc/ required before installworld.

⑧ Go to the source directory.

⑨ Install the world.

⑩ Update and merge configuration files in /etc/.
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on FreeBSD 10.1 will still run on FreeBSD 10-STABLE compiled later.

STABLE branches occasionally have bugs or incompatibilities which might
affect users, although these are typically fixed quickly.
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uname ‑
r
Output

Reposit
ory
Path

Description

X-CURREN
T

These are the basic steps. Additional options to control the build are described below.

26.6.4.1. Performing a Clean Build

Some versions of the FreeBSD build system leave previously-compiled code in the temporary object
directory, /usr/obj. This can speed up later builds by avoiding recompiling code that has not
changed. To force a clean rebuild of everything, use cleanworld before starting a build:

# make cleanworld
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26.6.4.2. Setting the Number of Jobs

Increasing the number of build jobs on multi-core processors can improve build speed. Determine
the number of cores with sysctl hw.ncpu



/root/STORAGESERVER is then edited, adding or removing devices or options as shown in config(5).

The custom kernel is built by setting KERNCONF to the kernel config file on the command line:

# make buildkernel KERNCONF=STORAGESERVER

26.6.5. Installing the Compiled Code

After the buildworld and buildkernel steps have been completed, the new kernel and world are
installed:

etcupdate(8) is a tool for managing updates to files that are not updated as part of an installworld
such as files located in /etc/. It manages updates by doing a three-way merge of changes made to
these files against the local versions. etcupdate(8) is designed to minimize the amount of user
intervention.



In general, etcupdate(8) does not need any specific arguments for its job. There is
however a handy in between command for sanity checking what will be done the
first time etcupdate(8) is used:

# etcupdate diff
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This command allows the user to audit configuration changes.

If etcupdate(8) is not able to merge a file automatically, the merge conflicts can be resolved with
manual interaction by issuing:

# etcupdate resolve



When switching from mergemaster(8) to etcupdate(8), the first run might merge
changes incorrectly generating spurious conflicts. To prevent this, perform the
following steps before updating sources and building the new world:

Enter  to delete each file can be avoided by setting BATCH_DELETE_OLD_FILES in the
command. For example:
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# make BATCH_DELETE_OLD_FILES=yes delete-old-libs

26.6.6.3. Restarting After the Update

The last step after updating is to restart the computer so all the changes take effect:

/usr/ports via NFS to
all the machines in the build set. To configure /etc/make.conf to share distfiles, set DISTDIR to a
common shared directory that is writable by whichever user root is mapped to by the NFS mount.
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Each machine should set WRKDIRPREFIX to a local build directory, if ports are to be built locally.
Alternately, if the build system is to build and distribute packages to the machines in the build set,
set PACKAGES on the build system to a directory similar to DISTDIR.

26.8. Building on non-FreeBSD Hosts

Refer to arch(7) and build(7) for more details.
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Chapter 27. DTrace

27.1. Synopsis
DTrace, also known as Dynamic Tracing, was developed by Sun™ as a tool for locating performance
bottlenecks in production and pre-production systems. In addition to diagnosing performance
problems, DTrace can be used to help investigate and debug unexpected behavior in both the
FreeBSD kernel and in userland programs.

DTrace is a remarkable profiling tool, with an impressive array of features for diagnosing system
issues. It may also be used to run pre-written scripts to take advantage of its capabilities. Users can
author their own utilities usiernel

modules and the kernel itself. CTF is the Solaris™ Compact C Type Format which encapsulates a
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reduced form of debugging information similar to DWARF and the venerable stabs. CTF data is added
to binaries by the ctfconvert(1) and ctfmerge(1) build tools. The ctfconvert

Once the FreeBSD system has rebooted into the new kernel, or the DTrace kernel modules have
been loaded using kldload dtraceall, install the current DTrace Toolkit (sysutils/dtrace-toolkit), a
collection of ready-made scripts for collecting system information. There are scripts to check open
files, memory, CPU usage, and a lot more. FreeBSD includes some scripts in the base system as well;
see /usr/share/dtrace.
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 or fbt), a MODULE, and a FUNCTION NAME. Refer to dtrace(1)
for more information about this command.

The examples in this section provide an overview of how to use two of the fully supported scripts
from the DTrace Toolkit: the hotkernel and procsystime scripts.

The hotkernel script is designed to identify which function is using the most kernel time. It will
produce output similar to the following:

# cd /usr/local/share/dtrace-toolkit
# ./hotkernel
Sampling... Hit Ctrl-C to end.
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As instructed, use the Ctrl  +  C  key combination to stop the process. Upon termination, the script will
display a list of kernel functions and timing information, sorting the output in increasing order of
time:

kernel`

0xc108a245                                                  1   0.0%
0xc107730d                                                  1   0.0%
0xc1097063                                                  2   0.0%
0xc108a253                                                 73   0.0%
kernel                                                    874   0.4%
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0xc10981a5                                             213781  99.6%

The procsystime script captures and prints the system call time usage for a given process ID (PID) or
process name. In the following example, a new instance of /bin/csh was spawned. Then,
procsystime was executed and remained waiting while a few commandu

          execve             492547
           ioctl             770073
           vfork            3258923
      sigsuspend            6985124
            read         3988049784

As shown, the read(2) system call used the most time in nanoseconds while the getpid(2) system call
used the least amount of time.
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Chapter 28. USB Device Mode / USB OTG

28.1. Synopsis
This chapter covers the use of USB Device Mode and USB On The Go (USB OTG) in FreeBSD. This
includes virtual serial consoles, virtual network interfaces, and virtual USB drives.

When running on hardware that supports USB device mode or USB OTG, like that built into many
embedded boards, the FreeBSD USB stack!

How to configure FreeBSD to provide a virtual USB storage device.

28.2. USB Virtual Serial Ports

28.2.1. Configuring USB Device Mode Serial Ports

Virtual serial port support is provided by templates number 3, 8, and 10. Note that template 3 works
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with Microsoft Windows 10 without the need for special drivers and INF files. Other host operating
systems work with all three templates. Both usb_template(4) and umodem(4) kernel modules must
be loaded.

To enable USB device mode serial ports, add those lines to /etc/ttys:

ttyU0   "/usr

="YES"
hw.usb.template=3

To load the module and set the template without rebooting use:

# kldload umodem
# sysctl hw.usb.template=3

28.2.2. Connecting to USB Device Mode Serial Ports from FreeBSD

To connect to a board configured to provide USB device mode serial ports, connect the USB host,
such as a laptop, to the boards USB OTG or USB client port. Use pstat -t on the host to list the
terminal lines. Near the end of the list you should see a USB serial port, e.g. "ttyU0". To open the
connection, use:

# cu -l /dev/ttyU0
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After pressing the Enter  key a few times you will see a login prompt.

28.2.3. Connecting to USB Device Mode Serial Ports from macOS

To connect to a board configured to provide USB device mode serial ports, connect the USB host,
such as a laptop, to the boards USB OTG or USB client port. To open the connection, use:

# cu -l /dev/cu.usbmodemFreeBSD1

28.2.4. Connecting to USB Device Mode Serial Ports from Linux

To connect to a board configured to provide USB device mode serial ports, connect the USB host,
such as a laptop, to the boards USB OTG or USB client port. To open the connection, use:

Make sure the necessary modules are loaded and the correct template is set at boot by adding those
lines to /boot/loader.conf, creating it if it does not already exist:

if_cdce_load="YES"
hw.usb.template=1

To load the module and set the template without rebooting use:

# kldload if_cdce
# sysctl hw.usb.template=1
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28.4. USB Virtual Storage Device

 The cfumass(4)

manually:

# kldload cfumass

If cfumass.ko has not been built into the kernel, /boot/loader.conf can be set to load the module at
boot:

cfumass_load="YES"

A LUN can be created without the ctld(8) daemon:
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# ctladm create -b block -o file=/data/target0

This presents the contents of the image file /data/target0 as a LUN to the USB host. The file must
exist before executing the command. To configure the LUN at system startup, add the command to
/etc/rc.local.

ctld(8) can also be used to manage LUNs. Create /etc/ctl.conf, add a line to /etc/rc.conf to make sure
ctld(8) is automatically started at boot, and then start the daemon.

This is an example of a simple /etc/ctl.conf

ctld_enable="YES"

To start ctld(8) now, run this command:

# service ctld start

As the ctld(8) daemon is started, it reads /etc/ctl.conf. If this file is edited after the daemon starts,
reload the changes so they take effect immediately:

# service ctld reload
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Part IV: Network Communication
FreeBSD is one of the most widely deployed operating systems for high performance network
servers. The chapters in this part cover:

• Serial communication

• PPP and PPP over Ethernet

• Electronic Mail

• Running Network Servers

• Firewalls

• Other Advanced Networking Topics

These chapters are designed to be read when the information is needed. They do not need to be
read in any particular order, nor is it necessary to read all of them before using FreeBSD in a
network environment.
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Chapter 29. Serial Communications

29.1. Synopsis
UNIX® has always had support for serial communications as the very first UNIX® machines relied
on serial lines for user input and output. Things have changed a lot from the days when the average
terminal consisted of a 10-character-per-second serial printer and a keyboard. This chapter covers
some of the ways serial communications can be used on FreeBSD.

After reading this chapter, you will know:

• How to connect terminals to a FreeBSD system.

• How to use a modem to dial out to remote hosts.

• How to allow remote users to login to a FreeBSD system with a modem.

• How to boot a FreeBSD system from a serial console.

Before reading this chapter, you should:

• Know how to configure and install a custom kernel.

•

To connect a serial terminal to a FreeBSD system, a serial port on the computer and the proper

674



cable to connect to the serial device are needed. Users who are already familiar with serial
hardware and cabling can safely skip this section.

29.2.1. Serial Cables and Ports

There are several different kinds of serial cables. The two most common types are null-modem
cables and standard RS-232 cables. The documentation for the hardware should describe the type
of cable required.

These two types of cables differ in how the wires are connected to the connector. Each wire
represents a signal, with the defined signals summarized in RS-232C Signal Names. A standard
serial cable passes all of the RS-232C signals straight through. For example, the "Transmitted Data"
pin on one end of the cable goes to the "Transmitted Data" pin on the other end. This is the type of
cable used to connect a modem to the FreeBSD system, and is also appropriate for some terminals.

RTS 4 connects to 5 CTS

CTS 5 connects to 4 RTS

675



Signal Pin # Pin # Signal

DTR 20 connects to


When one pin at one end connects to a pair of pins at the other end, it is usually
implemented with one short wire between the pair of pins in their connector and
a long wire to the other single pin.

Serial ports are the devices through which data is transferred between the FreeBSD host computer
and the terminal. Several kinds of serial ports exist. Before purchasing or constructing a cable,
make sure it will fit the ports on the terminal and on the FreeBSD system.
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Most terminals have DB-25 ports. Personal computers may have DB-25 or DB-9 ports. A multiport
serial card may have RJ-12 or RJ-45/ ports. See the documentation that accompanied the hardware
for specifications on the kind of port or visually verify the type of port.

In FreeBSD, each serial port is accessed through an entry in /dev. There are two different kinds of
entries:

• Call-in ports are named /dev/ttyuN

# stty -a -f /dev/ttyu1

System-wide initialization of serial devices is controlled by /etc/rc.d/serial. This file affects the
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default settings of serial devices. To change the settings for a device, use stty. By default, the
changed settings are in effect until the device is closed and when the device is reopened, it goes
back to the default set. To permanently change the default set, open and adjust the settings of the
initialization device. For example, to turn on CLOCAL mode, 8 bit communication, and XON/XOFF flow
control for ttyu5, type:
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graphical applications.

Computers Acting as Terminals

Since a dumb terminal has just enough ability to display, send, and receive text, any spare
computer can be a dumb terminal. All that is needed is the proper cable and some terminal
emulation software to run on the computer.

This configuration can be useful. For example, if one user is busy working at the FreeBSD
system’s console, another user can do some text-only work at the same time from a less powerful
personal computer hooked up as a terminal to the FreeBSD system.

There are at least two utilities in the base-system of FreeBSD that can be used to work through a
serial connection: cu(1) and tip(1).

For example, to connect from a client system that runs FreeBSD to the serial connection of
another system:

ttyu3:

ttyu0   "/usr/libexec/getty std.115200"   dialup  off secure
ttyu1   "/usr/libexec/getty std.115200"   dialup  off secure
ttyu2   "/usr/libexec/getty std.115200"   dialup  off secure
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ttyu3   "/usr/libexec/getty std.115200"   dialup  off secure

When attaching a terminal to one of those ports, modify the default entry to set the required speed
and terminal type, to turn the device on and, if needed, to change the port’s 

security reasons, it is recommended to change this setting to insecure.

After making any changes to /etc/ttys, send a SIGHUP (hangup) signal to the init process to force it
to re-read its configuration file:

# kill -HUP 1
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Since init is always the first process run on a system, it always has a process ID of 1.

If everything is set up correctly, all cables are in place, and the terminals are powered up, a 

.

If characters appear doubled and the password appears when typed, switch the terminal, or the
terminal emulation software, from "half duplex" or "local echo" to "full duplex."
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29.4. Dial-in Service
Configuring a FreeBSD system for dial-in service is similar to configuring terminals, except that
modems are used instead of terminal devices. FreeBSD supports both external and internal
modems.

External modems are more convenient because they often can be configured via parameters stored
in non-volatile RAM and they usually provide lighted indicators that display the state of important
RS-232 signals, indicating whether the modem is operating properly.

Internal modems usually lack non-volatile RAM, so their configuration may be limited to setting DIP
switches. If the internal modem has any signal indicator lights, they are difficult to view when the
system’s cover is in place.

When using an external modem, a proper cable is needed. A standard RS-232C serial cable should
suffice.

FreeBSD needs the RTS and CTS signals for flow control at speeds above 2400 bps, the CD signal to

, which
completes the login process by asking for the user’s password and then starting the user’s shell.
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There are two schools of thought regarding dial-up modems. One configuration method is to set the
modems and systems so that no matter at what speed a remote user dials in, the dial-in RS-232
interface runs at a locked speed. The benefit of this configuration is that the remote user always
sees a system login prompt immediately. The downside is that the system does not know what a
user’s true data rate is, so full-screen programs like Emacs will not adjust their screen-painting
methods to make their response better for slower connections.

The second method is to configure the RS-232 interface to vary its speed based on the remote user’s
connection speed. As getty does not understand any particular modem’s connection speed
reporting, it gives a login: message at an initial speed and watches the characters that come back in19200:

communications rate, as seen in this example:

#
# Additions for a V.32bis or V.34 Modem
# Starting at 57.6 Kbps
#
vm|VH300|Very High Speed Modem at 300,8-bit:\
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        :nx=VH57600:tc=std.300:
vn|VH1200|Very High Speed Modem at 1200,8-bit:\
        :nx=VH300:tc=std.1200:
vo|VH2400|Very High Speed Modem at 2400,8-bit:\
        :nx=VH1200:tc=std.2400:
vp|VH9600|Very High Speed Modem at 9600,8-bit:\
        :nx=VH2400:tc=std.9600:
vq|VH57600|Very High Speed Modem at 57600,8-bit:\

# kill -HUP 1

High-speed modems, like V.32, V.32bis, and V.34 modems, use hardware (RTS/CTS) flow control. Use
stty to set the hardware flow control flag for the modem port. This example sets the crtscts flag on
COM2's dial-in and dial-out initialization devices:

# stty -f /dev/ttyu1.init crtscts
# stty -f /dev/cuau1.init crtscts
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29.4.2. Troubleshooting

This section provides a few tips for troubleshooting a dial-up modem that will not connect to a
FreeBSD system.

answer the phone when DTR is asserted. If the modem seems to be configured correctly, verify that
the DTR line is asserted by checking the modem’s indicator lights.

If it still does not work, try sending an email to the FreeBSD general questions mailing list
describing the modem and the problem.

29.5. Dial-out Service
The following are tips for getting the host to connect over the modem to another computer. This is
appropriate for establishing a terminal session with a remote host.

This kind of connection can be helpful to get a file on the Internet if there are problems using PPP. If
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PPP is not working, use the terminal session to FTP the needed file. Then use zmodem to transfer it
to the machine.

29.5.1. Using a Stock Hayes Modem

A generic Hayes dialer is built into tip. Use at=hayes in 

tip115200|Dial any phone number at 115200 bps:\
        :dv=/dev/cuau0:br#115200:at=hayes:pa=none:du:
tip57600|Dial any phone number at 57600 bps:\
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        :dv=/dev/cuau0:br#57600:at=hayes:pa=none:du:

This should now work:

# tip -115200 5551234

Users who prefer cu over tip, can use a generic cu

        :dv=/dev/cuau2:br#38400:at=hayes:du:pa=none:pn=5551234:

29.5.7. Using More Than One Line with tip

This is often a problem where a university has several modem lines and several thousand students
trying to use them.

Make an entry in /etc/remote and use @ for the pn capability:

big-university:\
        :pn=\@:tc=dialout
dialout:\

687



6 .

29.5.10. File Transfers with tip

When talking to another UNIX®-like operating system, files can be sent and received using ~p (put)
and ~t (take). These commands run cat and echo on the remote system to accept and send files. The
syntax is: ~p local-file [ remote-file ] ~t remote-file [ local-file ]

There is no error checking, so another protocol, like zmodem, should probably be used.
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 and dialup to vt100 for the ttyu0 entry. Otherwise, a password
will not be required to connect via the serial console, resulting in a potential security hole.

4. Reboot the system to see if the changes took effect.

If a different configuration is required, see the next section for a more in-depth configuration
explanation.

29.6.2. In-Depth Serial Console Configuration

This section provides a more detailed explanation of the steps needed to setup a serial console in
FreeBSD.

Procedure: Configuring a Serial Console
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1.

uart(4) for the required options and
device hints for each supported serial port.

5. Create boot.config in the root directory of the a partition on the boot drive.

This file instructs the boot block code how to boot the system. In order to activate the serial
console, one or more of the following options are needed. When using multiple options, include
them all on the same line:

-h

Toggles between the internal and serial consoles. Use this to switch console devices. For
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instance, to boot from the internal (video) console, use -h to direct the boot loader and the
kernel to use the serial port as its These messages go to either the serial or internal console, or both, depending on the

option in /boot.config:

Options Message goes to

none internal console

-h serial console
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console based on the presence of the keyboard.



While it is not required, it is possible to provide a login prompt over the serial line.
To configure this, edit the entry for the serial port in /etc/ttys using the instructions
in Terminal Configuration. If the speed of the serial port has been changed, change
std.115200 to match the new setting.

29.6.3. Setting a Faster Serial Port Speed

By default, the serial port settings are 115200 baud, 8 bits, no parity, and 1 stop bit. To change the
default console speed, use one of the following options:

• Edit /etc/make.conf

information about the kernel debugger.

options BREAK_TO_DEBUGGER
options DDB
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Chapter 30. PPP

30.1. Synopsis
FreeBSD supports the Point-to-Point (PPP) protocol which can be used to establish a network or
Internet connection using a dial-up modem. This chapter describes how to configure modem-based
communication services in FreeBSD.

After reading this chapter, you will know:

• How to configure, use, and troubleshoot a PPP connection.

• How to set up PPP over Ethernet (PPPoE).

• The login name and password assigned by the ISP.

• The IP address of one or more DNS servers. Normally, the ISP provides these addresses. If it did
not, FreeBSD can be configured to use DNS negotiation.

If any of the required information is missing, contact the ISP.

The following information may be supplied by the ISP, but is not necessary:

• The IP address of the default gateway. If this information is unknown, the ISP will automatically
provide the correct value during connection setup. When configuring PPP on FreeBSD, this
address is referred to as HISADDR.

• The subnet mask. If the ISP has not provided one, 255.255.255.255 will be used in the ppp(8)
configuration file. *
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If the ISP has assigned a static IP address and hostname, it should be input into the
configuration file. Otherwise, this information will be automatically provided during
connection setup.

The rest of this section demonstrates how to configure FreeBSD for common PPP connection
scenarios. The required configuration file is /etc/ppp/ppp.conf and additional files and examples are
available in /usr/share/examples/ppp/.



Throughout this section, many of the file examples display line numbers. These
line numbers have been added to make it easier to follow the discussion and are
not meant to be placed in the actual file.

When editing a configuration file, proper indentation is important. Lines that end
in a : start in the first column (beginning of the line) while all other lines should be
indented as shown using spaces or tabs.

30.2.1. Basic Conf. Commands in this entry (lines 2 through 9) are executed

automatically when ppp is run.

Line 2

Enables verbose logging parameters for testing the connection. Once the configuration is
working satisfactorily, this line should be reduced to:
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set log phase tun

Line 3

Displays the version of ppp(8) to the PPP software running on the other side of the connection.

Line 4

Identifies the device to which the modem is connected, where COM1 is /dev/cuau0 and COM2Use the user name and password for the ISP.

Line 15

Sets the default idle timeout in seconds for the connection. In this example, the connection will
be closed automatically after 300 seconds of inactivity. To prevent a timeout, set this value to
zero.
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Line 16

Sets the interface addresses. The values used depend upon whether a static IP address has been
obtained from the ISP or if it instead negotiates a dynamic IP address during connection.

If the ISP has allocated a static IP address and default gateway, replace x.x.x.x with the static IP
address and replace y.y.y.y with the IP address of the default gateway. If the ISP has only
provided a static IP address without a gateway address, replace 

30.2.2. Advanced Configuration

It is possible to configure PPP to supply DNS and NetBIOS nameserver addresses on demand.

To enable these extensions with PPP version 1.x, the following lines might be added to the relevant
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section of /etc/ppp/ppp.conf.

enable msext
set ns 203.14.100.1 203.14.100.2
set nbns 203.14.100.5

And for PPP version 2 and above:

accept dns
set dns 203.14.100.1 203.14.100.2
set nbns 203.14.100.5

MyUserName.

Line 14

This line specifies the PAP/CHAP password. Insert the correct value for MyPassword. You may
want to add an additional line, such as:

16      accept PAP

or
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16      accept CHAP

to make it obvious that this is the intention, but PAP and CHAP are both accepted by default.

Line 15

The ISP will not normally require a login to the server when using PAP or CHAP. Therefore,
disable the "set login" string.

network_interfaces="lo0 tun0"
ifconfig_tun0=
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

The ifconfig_tun0 variable should be empty, and a file called /etc/start_if.tun0
should be created. This file should contain the line:

ppp -auto mysystem

This script is executed at network configuration time, starting the ppp daemon in
automatic mode. If this machine acts as a gateway, consider including -alias. Refer
to the manual page for further details.

Makeppp to establish sessions

start_if.tun0 does not exist, type:

# ppp -auto provider

700



It is possible to talk to the ppp program while it is running in the background, but only if a suitable
diagnostic port has been set up. To do this, add the following line to the configuration:

set server /var/run

Ensure that /usr/local/etc/mgetty+sendfax/login.config has the following:

/AutoPPP/ -     - /etc/ppp/ppp-pap-dialup

This tells mgetty to run ppp-pap-dialup for detected PPP connections.

Create an executable file called /etc/ppp/ppp-pap-dialup containing the following:

#!/bin/sh
exec /usr/sbin/ppp -direct pap$IDENT

For each dial-up line enabled in /etc/ttys, create a corresponding entry in /etc/ppp/ppp.conf. This
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will happily co-exist with the definitions we created above.

pap:
  enable pap
  set ifaddr 203.14.100.1 203.14.100.20-203.14.100.40
  enable proxy

Each user logging in with this method will need to have a username/password in
/etc/ppp/ppp.secret, or alternatively add the following option to authenticate users via PAP from
/etc/passwd.

enable passwdauth

Q

connection or just get information on how the ISP treats ppp client connections. Lets start PPP from
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the command line. Note that in all of our examples we will use example as the hostname of the
machine running PPP. To start ppp:

# ppp

ppp ON example> set device /dev/cuau1

This second command sets the modem device to cuau1
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ISP Pass:mypassword

At this prompt, reply with the password that was provided by the ISP. Just like logging into FreeBSD,
the password will not echo.

Shell or PPP:ppp

Depending on the ISP, this prompt might not appear. If it does, it is asking whether to use a shell on
the provider or to start ppp. In this example, ppp was selected in order to establish an Internet
connection.

Ppp ON example>

set ctsrts off. This
is mainly the case when connected to some PPP-capable terminal servers, where PPP hangs when it
tries to write data to the communication link, and waits for a Clear To Send (CTS) signal which may
never come. When using this option, include set accmap as it may be required to defeat hardware
dependent on passing certain characters from end to end, most of the time XON/XOFF. Refer to
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ppp(8) for more information on this option and how it is used.

An older modem may need set parity even. Parity is set at none be default, but is used for error
checking with a large increase in traffic, on older modems.

PPP may not return to the command mode, which is usually a negotiation error where the ISP is
waiting for negotiating to begin. At this point, using ~p will force ppp to start sending the

30.4. Using PPP over Ethernet (PPPoE)
This section describes how to set up PPP over Ethernet (PPPoE).

Here is an example of a working ppp.conf:

default:
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  set log Phase tun command # you can add more detailed logging if you wish
  set ifaddr 10.0.0.1/0 10.0.0.2/0

name_of_service_provider:
  set device PPPoE:xl1 # replace xl1 with your Ethernet device
  set authname YOURLOGINNAME
  set authkey YOURPASSWORD

 by Renaud Waldura.
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30.4.2. PPPoE with a 3Com® HomeConnect™ ADSL Modem Dual Link

This modem does not follow the PPPoE specification defined in RFC 2516.

In order to make FreeBSD capable of communicating with this device, a sysctl must be set. This can
be done automatically at boot time by updating /etc/sysctl.conf:

net.graph.nonstandard_pppoe=1

or can be done immediately with the command:

# sysctl net.graph.nonstandard_pppoe=1

mpd.conf only works with mpd 4.x.

default:
    load adsl

adsl:
    new -i ng0 adsl adsl
    set bundle authname username ①
    set bundle password password ②
    set bundle disable multilink

    set link no pap acfcomp protocomp
    set link disable chap
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    set link accept chap
    set linñ&∆R�FÚ�W6R�g&VT%4B�FÚ�6ˆÊÊV7B�FÚ�˜FÜW"����Ù��6W'fñ6W2�W6ñÊr�

net/pptpclient.

To use net/pptpclient to connect to a DSL service, install the port or package, then edit
/etc/ppp/ppp.conf. An example section of ppp.conf is given below. For further information on
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ppp.conf options consult ppp(8).

adsl:
 set log phase chat lcp ipcp ccp tun command
 set timeout 0
 enable dns
 set authname username ①

/var/log/ppp.log for
clues.
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Chapter 31. Electronic Mail

31.1. Synopsis
"Electronic Mail", better known as email, is one of the most widely used forms of communication
today. This chapter provides a basic introduction to running a mail server on FreeBSD, as well as an
introduction to sending and receiving email using FreeBSD. For a complete coverage of this subject,
refer to the books listed in Bibliography.

This chapter covers:

• Which software components are involved in sending and receiving electronic mail.

• How to configure DragonFly Mail Agent.

• Where basic Sendmail configuration files are located in FreeBSD.

•

mail utility or a third-party
application from the Ports Collection, such as alpine, elm, or mutt. Dozens of graphical programs
are also available in the Ports Collection, including Claws Mail, Evolution, and Thunderbird.
Some organizations provide a web mail program which can be accessed through a web browser.
More information about installing and using a MUA on FreeBSD can be found in Mail User
Agents.

Mail Transfer Agent (MTA)

The Mail Transfer Agent (MTA) is responsible for receiving incoming mail and delivering
outgoing mail. Starting with FreeBSD version 14.0, the default MTA is DragonFly Mail Agent
(dma(8)); in earlier versions, it is sendmail(8). Other MTAs, including Exim, Postfix, and qmail,
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may be installed to replace the default MTA.

Mail Host and Mailboxes

The mail host is a server that is responsible for delivering and receiving mail for a host or a
network. The mail host collects all mail sent to the domain and stores it either in the default mbox
or the alternative Maildir format, depending on the configuration. Once mail has been stored, it
may either be read locally using a MUA or remotely accessed and collected using protocols such
as POP or IMAP. If mail is read locally, a POP or IMAP server does not need to be installed.

Domain Name System (DNS)

The Domain Name System (DNS) and its daemon named(8) play a large role in the delivery of
mail. In order to deliver mail from one site to another, the MTA will look up the remote site in

, and SMTP authentication is configured in
/etc/dma/auth.conf.

31.3.1.1. Using DMA to Route Outgoing Mail through Gmail (STARTTLS:SMTP example)

This example /etc/dma/dma.conf can be used to send mail using Google’s SMTP servers.

SMARTHOST smtp.gmail.com
PORT 587
AUTHPATH /etc/dma/auth.conf
SECURETRANSFER
STARTTLS
MASQUERADE username@gmail.com

Authentication can be set with one line in /etc/dma/auth.conf:

username@gmail.com|smtp.gmail.com:password
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
If you have 2-factor authentication enabled, you will need to generate an
application-specific password as your normal login password will be rejected. See
Google documentation for more information on app-specific passwords.

Execute the following command to test the configuration:

% echo this is a test | mail -v -s testing-email username@gmail.com

31.3.1.2. Using DMA to Route Outgoing Mail through Fastmail (SSL/TLS example)

This example 

31.3.1.3. Using DMA to Route Outgoing Mail through a Custom Mail Host

This example /etc/dma/dma.conf can be used to send mail using a custom mail host.

SMARTHOST mail.example.org
PORT 587
AUTHPATH /etc/dma/auth.conf
SECURETRANSFER
STARTTLS

Authentication can be set with one line in /etc/dma/auth.conf:

username@example.org|mail.example.org:password

Execute the following command to test the configuration:
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each host or network whose access should be configured. Mail senders that match the left side of
the table are affected by the action on the right side of the table.

Whenever this file is updated, update its database and restart Sendmail:

# makemap hash /etc/mail/access < /etc/mail/access
# service sendmail restart

/etc/mail/aliases

This database file contains a list of virtual mailboxes that are expanded to users, files, programs,
or other aliases. Here are a few entries to illustrate the file format:

root: localuser
ftp-bugs: joe,eric,paul
bit.bucket:  /dev/null
procmail: "|/usr/local/bin/procmail"
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The mailbox name on the left side of the colon is expanded to the target

. When creating custom entries, use this format and add them to
/etc/mail/virtusertable. Whenever this file is edited, update its database and restart Sendmail:

# makemap hash /etc/mail/virtusertable < /etc/mail/virtusertable
# service sendmail restart
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/etc/mail/relay-domains

In a default FreeBSD installation, Sendmail is configured to only send mail from the host it is
running on. For example, if a POP server is available, users will be able to check mail from
remote locations but they will not be able to send outgoing emails from outside locations.
Typically, a few moments after the attempt, an email will be sent from MAILER-DAEMON with a 

To only disable sendmail(8)'s incoming mail service execute the following command:
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# sysrc sendmail_enable="NO"

Then stop the sendmail(8) service:

# service sendmail onestop

Some extra configuration is needed as sendmail(8)

command:

# sysrc dma_flushq_enable="YES"
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Once everything is configured, it is recommended to reboot the system. Rebooting provides the
opportunity to ensure that the system is correctly configured to start the new MTA automatically on
boot.

31.5.2. Replacing DragonFly Mail Agent (DMA) with Other MTA

As noted above, starting with FreeBSD version 14.0, the default MTA is DMA. In this example,
mail/postfix will be used as the alternative MTA.

Before installing 

 file(s) readable by group mail
(this should be the default for new installs).

Once everything is configured, it is recommended to reboot the system. Rebooting provides the
opportunity to ensure that the system is correctly configured to start the new MTA automatically on
boot.
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31.6. Mail User Agents
A MUA is an application that is used to send and receive email. As email "evolves" and becomes
more complex, MUAs are becoming increasingly powerful and provide users increased
functionality and flexibility. The mail category of the FreeBSD Ports Collection contains numerous
MUAs. These include graphical email clients such as Evolution or Balsa and console based clients
such as mutt or alpine.

31.6.1. mail

mail(1)

Date: Mon,  8 Mar 2004 14:05:52 +0200 (SAST)
From: root@localhost (Charlie Root)
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This is a test message, please reply if you receive it.

As seen in this example, the message will be displayed with full headers.

To display the list of messages again, press h .

If the email requires a reply, press either 

?  to display help at any time. Refer to mail(1) for more help on how to
use mail(1).


mail(1) was not designed to handle attachments and thus deals with them poorly.
Newer MUAs handle attachments in a more intelligent way.

31.6.2. Mutt

Mutt is a powerful MUA, with many features, including:

• The ability to thread messages.

• PGP support for digital signing and encryption of email.

• MIME support.
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• Maildir support.

• Highly customizable.

Refer to http://www.mutt.org for more information on Mutt.


A Mutt fork called NeoMutt is worth mentioning, which brings added features. See
more on the NeoMutt website. If NeoMutt was chosen, replace the following
command examples from mutt to neomutt.

Mutt may be installed using the mail/mutt port. After the port has been installed, Mutt can be
started by issuing the following command:

% mutt

Mutt will automatically read and display the contents of the user mailbox in /var/mail. If no mails
are found, Mutt will wait for commands from the user. The example below shows Mutt displaying a
list of messages:

To read an email, select it using the cursor keys and press Enter . An example of Mutt displaying
email can be seen below:

720

http://www.mutt.org
https://neomutt.org/about.html
https://cgit.freebsd.org/ports/tree/mail/mutt/


Similar to mail(1), Mutt can be used to reply only to the sender of the message as well as to all
recipients. To reply only to the sender of the email, press r . To send a group reply to the original
sender as well as all the message recipients, press g .



By default, Mutt uses the vi(1) editor for creating and replying to emails. Each user
can customize this by creating or editing the .mu"â

. An example of the summary screen can be seen below:
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Mutt contains extensive help which can be accessed from most of the menus by pressing ? . The top
line also displays the keyboard shortcuts where appropriate.

31.6.3. alpine

alpine is aimed at a beginner user, but also includes some advanced features.



alpine has had several remote vulnerabilities discovered in the past, which
allowed remote attackers to execute arbitrary code as users on the local system, by
the action of sending a specially-prepared email. While known problems have
been fixed, alpine code is written in an insecure style and the FreeBSD Security
Officer believes there are likely to be other undiscovered vulnerabilities. Users
install alpine at their own risk.
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The main menu is then presented, which can be navigated using the cursor keys. This main menu
provides shortcuts for the composing new mails, browsing mail directories, and administering
address book entries. Below the main menu, relevant keyboard shortcuts to perform functions
specific to the task at hand are shown.

The default directory opened by alpine is inbox. To view the message index, press I , or select the
MESSAGE INDEX option shown below:
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The message index shows messages in the current directory and can be navigated by using the
cursor keys. Highlighted messages can be read by pressing Enter .

In the screenshot below, a sample message is displayed by alpine. Contextual keyboard shortcuts
are displayed at the bottom of the screen. An example of one of a shortcut is r , which tells the MUA
to reply to the current message being displayed.

Replying to an email in alpine is done using the pico editor, which is installed by default with

724



alpine. pico makes it easy to navigate the message and is easier for novice users to use than vi(1) or

host, do one of the following:

• Run a DNS server for the domain.

• Get mail delivered directly to the FQDN for the machine.

In order to have mail delivered directly to a host, it must have a permanent static IP address, not a
dynamic IP address. If the system is behind a firewall, it must be configured to allow SMTP traffic.
To receive mail directly at a host, one of these two must be configured:

• Make sure that the lowest-numbered MX record in DNS points to the host’s static IP address.

• Make sure there is no MX entry in the DNS for the host.

Either of the above will allow mail to be received directly at the host.
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Try this:

# hostname

The output should be similar to the following:

example.FreeBSD.org
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available. If it is not accessible for some reason, the next lower-numbered host will accept messages
temporarily, and pass it along when a lower-numbered host becomes available.

Alternate MX sites should have separate Internet connections in order to be most useful. Your ISP
can provide this service.

31.7.2. Mail for a Domain

When configuring an MTA for a network, any mail sent to hosts in its domain should be diverted to
the MTA so that users can receive their mail on the master mail server.

To make life easiest, a user account with the same username should exist on both the MTA and the
system with the MUA. Use adduser(8) to create the user accounts.


In addition to adding local users to the host, there are alternative methods known

• Add a Cwyour.host.com line to /etc/sendmail.cf.
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31.7.3. Setting Up to Send Only

There are many instances where one may only want to send mail through a relay. Some examples
are:

• The computer is a desktop machine that needs to use programs such as mail(1), using the ISP’s
mail relay.

• The computer is a server that does not handle mail locally, but needs to pass off all mail to a
relay for processing.

adds a layer of security to Sendmail, and provides mobile users who switch hosts the ability to use

728

https://man.freebsd.org/cgi/man.cgi?query=mail&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=dma&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=dma&sektion=8&format=html
https://cgit.freebsd.org/ports/tree/mail/ssmtp/
https://cgit.freebsd.org/ports/tree/mail/ssmtp/
https://cgit.freebsd.org/ports/tree/mail/ssmtp/


the same MTA without the need to reconfigure their mail client’s settings each time.

Install security/cyrus-sasl2 from the Ports Collection. This port supports a number of compile-time
options. For the SMTP authentication method demonstrated in this example, make sure that LOGIN is
not disabled.

After installing security/cyrus-sasl2, edit 

 has not changed extensively and the shared
libraries it needs are available.

After Sendmail has been compiled and reinstalled, edit /etc/mail/freebsd.mc or the local .mc. Many
administrators choose to use the output from hostname(1) as the name of .mc for uniqueness.
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Add these lines:

LogLevel of Sendmail to 13 and watch /var/log/maillog for any errors.

For more information, refer to SMTP authentication.
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Chapter 32. Network Servers

32.1. Synopsis
This chapter covers some of the more frequently used network services on UNIX® systems. This
includes installing, configuring, testing, and maintaining many different types of network services.
Example configuration files are included throughout this chapter for reference.

By the end of this chapter, readers will know:

• How to manage the inetd daemon.

• How to set up the Network File System (NFS).

•

Installing Applications: Packages and Ports).

32.2. The inetd Super-Server
The inetd(8) daemon is sometimes referred to as a Super-Server because it manages connections for
many services. Instead of starting multiple applications, only the inetd service needs to be started.
When a connection is received for a service that is managed by inetd, it determines which program
the connection is destined for, spawns a process for that program, and delegates the program a
socket. Using inetd for services that are not heavily used can reduce system load, when compared
to running each daemon individually in stand-alone mode.

Primarily, inetd is used to spawn other daemons, but several trivial protocols are handled
internally, such as chargen, auth, time, echo, discard, and daytime.

This section covers the basics of configuring inetd.
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32.2.1. Configuration File

Configuration of inetd is done by editing /etc/inetd.conf. Each line of this configuration file
represents an application which can be started by inetd. By default, every line starts with a
comment (#), meaning that inetd is not listening for any applications. To configure inetd to listen for
an application’s connections, remove the # at the beginning of the line for that application.

After saving your edits, configure inetd to start at system boot by editing /etc/rc.conf:

inetd_enable="YES"

To start inetd now, so that it listens for the service you configured, type:

service-name
socket-type
protocol
{wait|nowait}[/max-child[/max-connections-per-ip-per-minute[/max-child-per-ip]]]
user[:group][/login-class]
server-program
server-program-arguments

where:

service-name

The service name of the daemon to start. It must correspond to a service listed in /etc/services.
This determines which port inetd listens on for incoming connections to that service. When
using a custom service, it must first be added to /etc/services.
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socket-type

Either stream, 

internal.
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server-program-arguments

Used to specify any command arguments to be passed to the daemon on invocation. If the
daemon is an internal service, use internal.

32.2.2. Command-Line Options

Like most server daemons, inetd has a number of options that can be used to modify its behavior.
By default, inetd is started with -wW -C 60. These options enable TCP wrappers for all services,
including internal services, and prevent any IP address from requesting any service more than 60
times per minute.

To change the default options which are passed to inetd, add an entry for inetd_flags in /etc/rc.conf

hosts_access(5)

 for more information on placing TCP
restrictions on various inetd invoked daemons.
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32.3. Network File System (NFS)
FreeBSD supports the Network File System (NFS), which allows a server to share directories and
files with clients over a network. With NFS, users and programs can access files on remote systems
as if they were stored locally.

NFS has many practical uses. Some of the more common uses include:

• Data that would otherwise be duplicated on each client can be kept in a single location and
accessed by clients on the network.

• Several clients may need access to the /usr/ports/distfiles directory. Sharing that directory allows
for quick access to the source files without having to download them to each client.

can mount that file system.
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The following /etc/exports entries demonstrate how to export file systems. The examples can be
modified to match the file systems and client names on the reader’s network. There are many
options that can be used in this file, but only a few will be mentioned here. See exports(5) for the
full list of options.

This example shows how to export /cdrom to three hosts named alpha, bravo, and charlie:

/cdrom$

/usr/src   client
/usr/ports client

The correct format for this situation is to use one entry:

/usr/src /usr/ports  client

The following is an example of a valid export list, where /usr and /exports are local file systems:

# Export src and ports to client01 and client02, but only
# client01 has root privileges on it
/usr/src /usr/ports -maproot=root    client01
/usr/src /usr/ports               client02
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# The client machines have root and can mount anywhere
# on /exports. Anyone in the world can mount /exports/obj read-only
/exports -alldirs -maproot=root      client01 client02
/exports/obj -ro

To enable the processes required by the NFS server at boot time, add these options to /etc/rc.conf:

rpcbind_enable="YES"
nfs_server_enable="YES"
mountd_enable="YES"

The server can be started now by running this command:

# service nfsd start

Whenever the NFS server is started, mountd also starts automatically. However, mountd only reads

/mnt directory.
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To mount a remote file system each time the client boots, add it to /etc/fstab:

server:/home    /mnt    nfs rw  0   0

Refer to fstab(5) for a description of all available options.

32.3.3. Locking

Some applications require file locking to operate correctly. To enable locking, execute the following
command on both the client and server:

invoked during boot.

Whenever a process attempts to access a file within the autofs(5) mountpoint, the kernel will notify
automountd(8) daemon and pause the triggering process. The automountd(8) daemon will handle
kernel requests by finding the proper map and mounting the filesystem according to it, then signal
the kernel to release blocked process. The autounmountd(8) daemon automatically unmounts
automounted filesystems after some time, unless they are still being used.

The primary autofs configuration file is /etc/auto_master. It assigns individual maps to top-level
mounts. For an explanation of auto_master and the map syntax, refer to auto_master(5).
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There is a special automounter map mounted on /net

such as Solaris™, HP-UX, AIX®, Linux, NetBSD, OpenBSD, and FreeBSD. NIS was originally known
as Yellow Pages but the name was changed due to trademark issues. This is the reason why NIS
commands begin with yp.

NIS is a Remote Procedure Call (RPC)-based client/server system that allows a group of machines
within an NIS domain to share a common set of configuration files. This permits a system
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administrator to set up NIS client systems with only minimal configuration data and to add,
remove, or modify configuration data from a single location.

FreeBSD uses version 2 of the NIS protocol.

32.4.1. NIS Terms and Processes

Table 28.1 summarizes the terms and important processes used by NIS:

Table 44. NIS Terminology

Term Description

NIS domain name NIS servers and clients share an NIS domain
name. Typically, this name does not have
anything to do with DNS.

rpcbind(8)

users will have to login to the NIS master server
and change their passwords there.

32.4.2. Machine Types

There are three types of hosts in an NIS environment:

• NIS master server

This server acts as a central repository for host configuration information and maintains the
authoritative copy of the files used by all of the NIS clients. The passwd, group, and other
various files used by NIS clients are stored on the master server. While it is possible for one
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machine to be an NIS master server for more than one NIS domain, this type of configuration
will not be covered in this chapter as it assumes a relatively small-scale NIS environment.

•

When a client broadcasts its requests for info, it includes the name of the NIS domain that it is part
of. This is how multiple servers on one network can tell which server should answer which request.
Think of the NIS domain name as the name for a group of hosts.

Some organizations choose to use their Internet domain name for their NIS domain name. This is
not recommended as it can cause confusion when trying to debug network problems. The NIS
domain name should be unique within the network and it is helpful if it describes the group of
machines it represents. For example, the Art department at Acme Inc. might be in the "acme-art"
NIS domain. This example will use the domain name test-domain.
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However, some non-FreeBSD operating systems require the NIS domain name to be the same as the
Internet domain name. If one or more machines on the network have this restriction, the Internet
domain name must be used as the NIS domain name.

32.4.3.2. Physical Server Requirements

There are several things to keep in mind vÁG2‚�óB�ó0

generally a good idea to force the servers to bind to themselves rather than allowing them to
broadcast bind requests and possibly become bound to each other. Strange failure modes can result
if one server goes down and others are dependent upon it. Eventually, all the clients will time out
and attempt to bind to other servers, but the delay involved can be considerable and the failure
mode is still present since the servers might bind to each other all over again.

A server that is also a client can be forced to bind to a particular server by adding these additional
lines to /etc/rc.conf:
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nis_client_enable="YES"             ①
nis_client_flags="-S test-domain,server"    ②

-m test-domain
Server Type: MASTER Domain: test-domain
Creating an YP server will require that you answer a few questions.
Questions will all be asked at the beginning of the procedure.
Do you want this procedure to quit on non-fatal errors? [y/n: n] n
Ok, please remember to go back and redo manually whatever fails.
If not, something might not work.
At this point, we have to construct a list of this domains YP servers.
rod.darktech.org is already known as master server.
Please continue to add any slave servers, one per line. When you are
done with the list, type a <control D>.
master server   :  ellington
next host to add:  coltrane
next host to add:  ^D
The current list of NIS servers looks like this:
ellington
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coltrane
Is this correct?  [y/n: y] y

[..output from map generation..]

NIS Map update completed.
ellington has been setup as an YP master server without any errors.

This will create /var/yp/Makefile from /var/yp/Makefile.dist. By default, this file assumes that the
environment has a single NIS server with only FreeBSD clients. Since test-domain has a slave server,
edit this line in /var/yp/Makefile so that it begins with a comment (#):



Transferring netgroup...
ypxfr: Exiting: Map successfully transferred
Transferring netgroup.byuser...
ypxfr: Exiting: Map successfully transferred
Transferring netgroup.byhost...
ypxfr: Exiting: Map successfully transferred
Transferring master.passwd.byuid...
ypxfr: Exiting: Map successfully transferred
Transferring passwd.byuid...
ypxfr: Exiting: Map successfully transferred
Transferring passwd.byname...
ypxfr: Exiting: Map successfully transferred
Transferring group.bygid...
ypxfr: Exiting: Map successfully transferred
Transferring group.byname...
ypxfr: Exiting: Map successfully transferred
Transferring services.byname...
ypxfr: Exiting: Map successfully transferred
Transferring rpc.bynumber...
ypxfr: Exiting: Map successfully transferred

/etc/crontab entries on each slave server will force
the slaves to sync their maps with the maps on the master server:

20      *       *       *       *       root   /usr/libexec/ypxfr passwd.byname
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21      *       *       *       *       root   /usr/libexec/ypxfr passwd.byuid

These entries are not mandatory because the master server automatically attempts to push any
map changes to its slaves. However, since clients may depend upon the slave server to provide
correct password information, it is recommended to force frequent password map updates. This is
especially important on busy networks where map updates might not always complete.

To finish the configuration, run /etc/netstart

password maps an account on the client. There are many ways to configure the NIS client
by modifying this line. One method is described in Using Netgroups. For more detailed
reading, refer to the book Managing NFS and NIS, published by O’Reilly Media.

3. To import all possible group entries from the NIS server, add this line to /etc/group:

+:*::
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To start the NIS client immediately, execute the following commands as the superuser:

securenets. While
either access control mechanism adds some security, they are both vulnerable to "IP spoofing"
attacks. All NIS-related traffic should be blocked at the firewall.

Servers using securenets may fail to serve legitimate NIS clients with archaic TCP/IP
implementations. Some of these implementations set all host bits to zero when doing broadcasts or
fail to observe the subnet mask when calculating the broadcast address. While some of these
problems can be fixed by changing the client configuration, other problems may force the
retirement of these client systems or the abandonment of securenets.

The use of TCP Wrapper increases the latency of the NIS server. The additional delay may be long
enough to cause timeouts in client programs, especially in busy networks with slow NIS servers. If
one or more clients suffer from latency, convert those clients into NIS slave servers and force them
to bind to themselves.
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32.4.7.1. Barring Some Users

In this example, the basie system is a faculty workstation within the NIS domain. The passwd map
on the master NIS server contains accounts for both faculty and students. This section demonstrates
how to allow faculty logins on this system while refusing student logins.

To prevent specified users from logging on to a system, even if they are present in the NIS database,
use vipw to add -username with the correct number of colons towards the end of /etc/master.passwd
on the client, where username is the username of a user to bar from logging in. The line with the
blocked user must be before the&fóB�ˆb�‰ï3¢�

 administration.

Netgroups were developed to handle large, complex networks with hundreds of users and
machines. Their use is comparable to UNIX® groups, where the main difference is the lack of a
numeric ID and the ability to define a netgroup by including both user accounts and other
netgroups.

To expand on the example used in this chapter, the NIS domain will be extended to add the users
and systems shown in Tables 28.2 and 28.3:

Table 45. Additional Users
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User Name(s) Description

alpha, beta

USERS   (,echo,test-domain)     (,foxtrott,test-domain) \
        (,golf,test-domain)
INTERNS (,able,test-domain)     (,baker,test-domain)

Each entry configures a netgroup. The first column in an entry is the name of the netgroup. Each
set of parentheses represents either a group of one or more users or the name of another netgroup.
When specifying a user, the three comma-delimited fields inside each group represent:

1. The name of the host(s) where the other fields representing the user are valid. If a hostname is
not specified, the entry is valid on all hosts.

2. The name of the account that belongs to this netgroup.

3. The NIS domain for the account. Accounts may be imported from other NIS domains into a
netgroup.
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If a group contains multiple users, separate each user with whitespace. Additionally, each field may
contain wildcards. See netgroup(5) for details.

https://man.freebsd.org/cgi/man.cgi?query=netgroup&sektion=5&format=html
https://man.freebsd.org/cgi/man.cgi?query=ypcat&sektion=1&format=html
https://man.freebsd.org/cgi/man.cgi?query=vipw&sektion=8&format=html


This configuration also applies to the ~ function of the shell and all routines which convert between
user names 

 for the less important servers, and a third netgroup called USERBOX
for the workstations. Each of these netgroups contains the netgroups that are allowed to login onto
these machines. The new entries for the NIS`netgroup` map would look like this:

BIGSRV    IT_EMP  IT_APP
SMALLSRV  IT_EMP  IT_APP  ITINTERN
USERBOX   IT_EMP  ITINTERN USERS

This method of defining login restrictions works reasonably well when it is possible to define
groups of machines with identical restrictions. Unfortunately, this is the exception and not the rule.
Most of the time, the ability to define login restrictions on a per-machine basis is required.

Machine-specific netgroup definitions are another possibility to deal with the policy changes. In
this scenario, the /etc/master.passwd of each system contains two lines starting with "+". The first
line adds a netgroup with the accounts allowed to login onto this machine and the second line adds
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all other accounts with /usr/sbin/nologin as shell. It is recommended to use the "ALL-CAPS" version
of the hostname as the name of the netgroup:

+@BOXNAME:::::::::
+:::::::::/usr/sbin/nologin

Once this task is completed on all the machines, there is no longer a need to modify the local
versions of /etc/master.passwd ever again. All further changes can be handled by modifying the NIS
map. Here is an example of a possible netgroup map for this scenario:

# Define groups of users first
IT_EMP    (,alpha,test-domain)    (,beta,test-domain)
IT_APP    (,charlie,test-domain)  (,delta,test-domain)
DEPT1     (,echo,test-domain)     (,foxtrott,test-domain)

It may not always be advisable to use machine-based netgroups. When deploying a couple of dozen
or hundreds of systems, role-based netgroups instead of machine-based netgroups may be used to
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keep the size of the NIS map within reasonable limits.

32.4.9. Password Formats

NIS requires that all hosts within an NIS domain use the same format for encrypting passwords. If
users have trouble authenticating on an NIS client, it may be due to a differing password format. In
a heterogeneous network, the format must be supported by all operating systems, where DES is the
lowest common standard.

To check which format a server or client is using, look at this section of /etc/login.conf:

default:\
    :passwd_format=des:\
    :copyright=/etc/COPYRIGHT:\
    [Further entries elided]

modify, and authenticate objects using a distributed directory information service. Think of it as a
phone or record book which stores several levels of hierarchical, homogeneous information. It is
used in Active Directory and OpenLDAP networks and allows users to access to several levels of
internal information utilizing a single account. For example, email authentication, pulling
employee contact information, and internal website authentication might all make use of a single
user account in the LDAP server’s record base.

This section provides a quick start guide for configuring an LDAP server on a FreeBSD system. It
assumes that the administrator already has a design plan which includes the type of information to
store, what that information will be used for, which users should have access to that information,
and how to secure this information from unauthorized access.
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, mail, cn, uid, and telephoneNumber attributes. The cn
attribute is the RDN.

More information about LDAP and its terminology can be found at
http://www.openldap.org/doc/admin24/intro.html.

32.5.2. Configuring an LDAP Server

FreeBSD does not provide a built-in LDAP server. Begin the configuration by installing
net/openldap-server package or port:

# pkg install openldap-server
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There is a large set of default options enabled in the package. Review them by running pkg info
openldap-server. If they are not sufficient (for example if SQL support is needed), please consider
recompiling the port using the appropriate framework.

The installation creates the directory /var/db/openldap-data to hold the data. The directory to store
the certificates must be created:

# mkdir /usr/local/etc/openldap/private

The next phase is to configure the Certificate Authority. The following commands must be executed
from /usr/local/etc/openldap/private. This is important as the file permissions need to be restrictive
and users should not have access to these files. More detailed information about certificates and
their parameters can be found in 

. Its configuration is performed through
slapd.ldif: the old slapd.conf has been deprecated by OpenLDAP.
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Configuration examples for slapd.ldif are available and can also be found in
/usr/local/etc/openldap/slapd.ldif.sample. Options are documented in slapd-config(5). Each section
of slapd.ldif, like all the other LDAP attribute sets, is uniquely identified through a DN. Be sure that
no blank lines are left between the dn: statement and the desired end of the section. In the
following example, TLS will be used to implement a secure channel. The first section represents the
global configuration:

openssl). Option olcTLSProtocolMin lets the server require
a minimum security level: it is recommended. While verification is mandatory for the server, it is
not for the client: olcTLSVerifyClient: never.

The second section is about the backend modules and can be configured as follows:

#
# Load dynamic backend modules:
#
dn: cn=module,cn=config
objectClass: olcModuleList
cn: module
olcModulepath:  /usr/local/libexec/openldap
olcModuleload:  back_mdb.la
#olcModuleload: back_bdb.la
#olcModuleload: back_hdb.la
#olcModuleload: back_ldap.la
#olcModuleload: back_passwd.la
#olcModuleload: back_shell.la
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The third section is devoted to load the needed ldif schemas to be used by the databases: they are
essential.

dn: cn=schema,cn=config
objectClass: olcSchemaConfig
cn: schema

include: file:///usr/local/etc/openldap/schema/core.ldif
include: file:///usr/local/etc/openldap/schema/cosine.ldif
include: file:///usr/local/etc/openldap/schema/inetorgperson.ldif
include: file:///usr/local/etc/openldap/schema/nis.ldif

Next, the frontend configuration section:

# Frontend settings
#
dn: olcDatabase={-1}frontend,cn=config
objectClass: olcDatabaseConfig
objectClass: olcFrontendConfig
olcDatabase: {-1}frontend
olcAccess: to * by * read
#



dn: olcDatabase={0}config,cn=config
objectClass: olcDatabaseConfig
olcDatabase: {0}config
olcAccess: to * by * none
olcRootPW: {SSHA}iae+lrQZILpiUdf16Z9KmDmSwT77Dj4U

The default administrator username is cn=config. Type slappasswd in a shell, choose a password
and use its hash in olcRootPW. If this option is not specified now, before slapd.ldif is imported, no
one will be later able to modify the global configuration section.

The last section is about the database backend:
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# /usr/local/sbin/slapadd -n0 -F /usr/local/etc/openldap/slapd.d/ -l
/usr/local/etc/openldap/slapd.ldif

Start the slapd daemon:

# /usr/local/libexec/slapd -F /usr/local/etc/openldap/slapd.d/

Option -d can be used for debugging, as specified in slapd(8). To verify that the server is running
and working:

), run:

# c_rehash .

Both the CA and the server certificate are now correctly recognized in their respective roles. To
verify this, run this command from the server.crt directory:

# openssl verify -verbose -CApath . server.crt
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If slapd was running, restart it. As stated in /usr/local/etc/rc.d/slapd, to properly run slapd at boot
the following lines must be added to /etc/rc.conf:

=team,ou=groups,dc=domain,dc=example
objectClass: top
objectClass: posixGroup
cn: team
gidNumber: 10001

dn: uid=john,ou=users,dc=domain,dc=example
objectClass: top
objectClass: account
objectClass: posixAccount
objectClass: shadowAccount
cn: John McUser
uid: john
uidNumber: 10001
gidNumber: 10001
homeDirectory: /home/john/
loginShell: /usr/bin/bash
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information. FreeBSD does not install a DHCP server, but several servers are available in the
FreeBSD Ports Collection. The DHCP protocol is fully described in RFC 2131. Informational
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resources are also available at isc.org/downloads/dhcp/.

This section describes how to use the built-in DHCP client. It then describes how to install and
configure a DHCP server.



In FreeBSD, the bpf(4) device is needed by both the DHCP server and DHCP client.
This device is included in the GENERIC kernel that is installed with FreeBSD. Users
who prefer to create a custom kernel need to keep this device if DHCP is used.

It should be noted that bpf also allows privileged users to

completes, use “SYNCDHCP”:
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ifconfig_fxp0="SYNCDHCP"

Additional client options are available. Search for dhclient in rc.conf(5) for details.

The DHCP client uses the following files:

• /etc/dhclient.conf

The configuration file used by dhclient. Typically, this file contains only comments as the
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host fantasia {
  hardware ethernet 08:00:07:26:c0:a5;⑨
  fixed-address fantasia.fugue.com;⑩
}

① This option specifies the default search domain that will be provided to clients. Refer to

/etc/rc.conf:

dhcpd_enable="YES"
dhcpd_ifaces="dc0"

Replace the dc0 with the interface (or interfaces, separated by whitespace) that the DHCP server
should listen on for DHCP client requests.

Start the server by issuing the following command:

# service isc-dhcpd start
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Any future changes to the configuration of the server will require the dhcpd service to be stopped
and then started using service(8).

The DHCP server uses the following files. Note that the manual pages are instal`

queries a name server for zone information.

Reverse DNS Mapping of IP addresses to hostnames.

765

https://man.freebsd.org/cgi/man.cgi?query=service&sektion=8&format=html
https://cgit.freebsd.org/ports/tree/net/isc-dhcp44-relay/


Term Definition

Root zone The beginning of the Internet zone hierarchy. All
zones fall under the root zone, similar to how all
files in a file system fall under the root directory.

Zone

network, since the information is cached locally.

32.7.2. DNS Server Configuration

Unbound is provided in the FreeBSD base system. By default, it will provide DNS resolution to the
local machine only. While the base system package can be configured to provide resolution services
beyond the local machine, it is recommended that such requirements be addressed by installing
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Unbound from the FreeBSD Ports Collection.

To enable Unbound, add the following to /etc/rc.conf:

local_unbound_enable="YES"

Any existing nameservers in /etc/resolv.conf

)

            |---org. (DNSKEY keytag: 21366 alg: 7 flags: 257)
            |---org. (DS keytag: 21366 digest type: 1)
            |   |---. (DNSKEY keytag: 40926 alg: 8 flags: 256)
            |       |---. (DNSKEY keytag: 19036 alg: 8 flags: 257)
            |---org. (DS keytag: 21366 digest type: 2)
                |---. (DNSKEY keytag: 40926 alg: 8 flags: 256)
                    |---. (DNSKEY keytag: 19036 alg: 8 flags: 257)
;; Chase successful
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32.7.3. Authoritative Name Server Configuration

FreeBSD does not provide authoritative name server software in the base system. Users are
encouraged to install third party applications, like dns/nsd or dns/bind918 package or port.

32.8. Zero-configuration Networking (mDNS/DNS-SD)
Zero-configuration networking (sometimes referred to as Zeroconf) is a set of technologies, which
simplify network configuration. The main parts of Zeroconf are:

• Link-Local Addressing providing automatic assignment of numeric network addresses.

• Multicast DNS (mDNS) providing automatic distribution and resolution of hostnames.

• DNS-Based Service Discovery (DNS-SD) providing automatic discovery of service instances.

.

32.9.1. Configuring and Starting Apache

In FreeBSD, the main Apache HTTP Server configuration file is installed as
/usr/local/etc/apache2x/httpd.conf, where x represents the version number. This ASCII text file
begins comment lines with a #. The most frequently modified directives are:

ServerRoot "/usr/local"

Specifies the default directory hierarchy for the Apache installation. Binaries are stored in the
bin and sbin subdirectories of the server root and configuration files are stored in the
etc/apache2x subdirectory.
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ServerAdmin you@example.com

Change this to the email address to receive problems with the server. This address also appears
on some server-generated pages, such as error documents.

ServerName www.example.com:80

Allows an administrator to set a hostname which is sent back to clients for the server. For
example, www can be used instead of the actual hostname. If the system does not have a
registered DNS name, enter its IP address instead. If the server will listen on an alternate report,
change 80 to the alternate port number.

DocumentRoot "/usr/local/www/apache2_x_/data"

The directory where documents will be served from. By default, all requests are taken from this
directory, but symbolic links and aliases may be used to point to other locations.

It is always a good idea to make a backup copy of the default Apache configuration file before

 is not an rc(8) standard, and should not be
expected to work for all startup scripts.
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32.9.2. Virtual Hosting

Virtual hosting allows multiple websites to run on one Apache server. The virtual hosts can be IP-
based or name-based. IP-based virtual hosting uses a different IP address for each website. Name-
based virtual hosting uses the clients HTTP/1.1 headers to figure out the hostname, which allows
the websites to share the same IP address.

To setup Apache to use name-based virtual hosting, add a VirtualHost block for each website. For
example, for the webserver named www.domain.tld with a virtual domain of
www.someotherdomain.tld

After the configuration of SSL is complete, the following line must be uncommented in the main
http.conf to activate the changes on the next restart or reload of Apache:
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#Include etc/apache24/extra/httpd-ssl.conf


SSL version two and version three have known vulnerability issues. It is highly
recommended TLS version 1.2 and 1.3 be enabled in place of the older SSL options.
This can be accomplished by setting the following options in the ssl.conf:

SSLProtocol all -SSLv3 -SSLv2

https://cgit.freebsd.org/ports/tree/www/mod_perl2/
http://perl.apache.org/docs/2.0/index.html


# pkg search php

A list will be displayed including the versions and additional features they provide. The
components are completely modular, meaning features are enabled by installing the appropriate
port. To install PHP version 7.4 for Apache, issue the following command:

# pkg install mod_php74

If any dependency packages need to be installed, they will be installed as well.

By default, PHP will not be enabled. The following lines will need to be added to the Apache
configuration file located in 

To perform a graceful restart to reload the configuration, issue the following command:

# apachectl graceful

Once the install is complete, there are two methods of obtaining the installed PHP support modules
and the environmental information of the build. The first is to install the full PHP binary and
running the command to gain the information:

# pkg install php74

# php -i | less
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It is necessary to pass the output to a pager, such as the more or less

 port. It
is not required for HTTP2 support but is available. When installed, the mod_h2.so
should be used in place of mod_http2.so in the Apache configuration.

There are two methods to implement HTTP2 in Apache; one way is globally for all sites and each
VirtualHost running on the system. To enable HTTP2 globally, add the following line under the
ServerName directive:

Protocols h2 http/1.1

 To enable HTTP2 over plaintext, use h2h2chttp/1.1 in the httpd.conf.
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Having the h2c here will allow plaintext HTTP2 data to pass on the system but is not recommended.
In addition, using the http/1.1 here will allow fallback to the HTTP1.1 version of the protocol should
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httpd.conf, specifying the full path to the project directory:

<Location "/">
    SetHandler python-program

be used as the password. The FTP server will call chroot(2) when an anonymous user logs in, to
restrict access to only the home directory of the ftp user.

There are two text files that can be created to specify welcome messages to be displayed to FTP
clients. The contents of /etc/ftpwelcome will be displayed to users before they reach the login
prompt. After a successful login, the contents of /etc/ftpmotd will be displayed. Note that the path to
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this file is relative to the login environment, so the contents of ~ftp/etc/ftpmotd would be displayed
for anonymous users.

Once the FTP server has been configured, set the appropriate variable in /etc/rc.conf to start the
service during boot:

ftpd_enable="YES"

To start the service now:

# service ftpd start

Test the connection to the FTP server by typing:

% ftp localhost

The ftpd daemon uses syslog(3) to log messages. By default, the system log daemon will write

clients to access shared data and printers. These shares can be mapped as a local disk drive and
shared printers can be used as if they were local printers.

On FreeBSD, the Samba client libraries can be installed using the net/samba416 port or package.
The client provides the ability for a FreeBSD system to access SMB/CIFS shares in a Microsoft®
Windows® network.

A FreeBSD system can also be configured to act as a Samba server by installing the same
net/samba416 port or package. This allows the administrator to create SMB/CIFS shares on the
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FreeBSD system which can be accessed by clients running Microsoft® Windows® or the Samba
client libraries.

32.11.1. Server Configuration

Samba is configured in /usr/local/etc/smb4.conf

create mask = 0666
directory mask = 0755

32.11.1.1. Global Settings

Settings that describe the network are added in /usr/local/etc/smb4.conf:

workgroup

The name of the workgroup to be served.

netbios name

The NetBIOS name by which a Samba server is known. By default, it is the same as the first
component of the host’s DNS name.

server string

The string that will be displayed in the output of net view and some other networking tools that
seek to display descriptive text about the server.

wins support

Whether Samba will act as a WINS server. Do not enable support for WINS on more than one
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server on the network.

32.11.1.2. Security Settings

The most important settings in /usr/local/etc/smb4.conf are the security model and the backend
password format. These directives control the options:

security

If the clients use usernames that are the same as their usernames on the FreeBSD machine, user
level security should be used. security = user is the default security policy and it requires clients
to first log on before they can access shared resources.

Refer to smb.conf(5) to learn about other supported settings for the security option.

passdb backend

Samba has several different backend authentication models. Clients may be authenticated with
LDAP, NIS+, an SQL database, or a modified password file. The recommended authentication
method, tdbsam, is ideal for simple networks 

# service samba_server start
Performing sanity check on Samba configuration: OK
Starting nmbd.
Starting smbd.

Samba consists of three separate daemons. Both the nmbd and smbd daemons are started by
samba_enable. If winbind name resolution is also required, set:
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winbindd_enable="YES"

Samba can be stopped at any time by typing:

pool of servers. An  online list of publicly accessible NTP pools is available, organized by geographic
area. In addition, FreeBSD provides a project-sponsored pool, 0.freebsd.pool.ntp.org.

Example 43. Sample /etc/ntp.conf

This is a simple example of an ntp.conf file. It can safely be used as-is; it contains the
recommended restrict options for operation on a publicly-accessible network connection.
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# Disallow ntpq control/query access.  Allow peers to be added only
# based on pool and server statements in this file.
restrict default limited kod nomodify notrap noquery nopeer
restrict source  limited kod nomodify notrap noquery

# Allow unrestricted access from localhost for queries and control.
restrict 127.0.0.1
restrict ::1

# Add a specific server.
server ntplocal.example.com iburst

# Add FreeBSD pool servers until 3-6 good servers are available.
tos minclock 3 maxclock 6
pool 0.freebsd.pool.ntp.org iburst

# Use a local leap-seconds file.
leapfile "/var/db/ntpd.leap-seconds.list"

The format of this file is described in ntp.conf(5)

# service ntpd start

Only ntpd_enable must be set to use ntpd. The rc.conf variables listed below may also be set as
needed.
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Set ntpd_sync_on_start=YES to allow ntpd to step the clock any amount, one time at startup.
Normally ntpd will log an error message and exit if the clock is off by more than 1000 seconds. This
option is especially useful on systems without a battery-backed realtime clock.

Set ntpd_oomprotect=YES to protect the ntpd daemon from being killed by the system attempting to

ntpd user:

• crypto

• driftfile

• key

• logdir

• statsdir

To manually configure ntpd to run as user ntpd you must:

• Ensure that the ntpd user has access to all the files and directories specified in the configuration.

• Arrange for the mac_ntpd module to be loaded or compiled into the kernel. See mac_ntpd(4) for
details.
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• Set ntpd_user="ntpd" in /etc/rc.conf

32.12.2. Using NTP with a PPP Connection

ntpd does not need a permanent connection to the Internet to function properly. However, if a PPP
connection is configured to dial out on demand, NTP traffic should be prevented from triggering a
dial out or keeping the connection alive. This can be configured with filter directives in
/etc/ppp/ppp.conf. For example:

set filter dial 0 deny udp src eq 123
# Prevent NTP traffic from initiating dial out
set filter dial 1 permit 0 0
set filter alive 0 deny udp src eq 123
# Prevent incoming NTP traffic from keeping the connection open
set filter alive 1 deny udp dst eq 123

through iSCSI appears as a raw, unformatted disk known as a LUN. Device nodes for the disk
appear in /dev/ and the device must be separately formatted and mounted.

FreeBSD provides a native, kernel-based iSCSI target and initiator. This section describes how to
configure a FreeBSD system as a target or an initiator.

32.13.1. Configuring an iSCSI Target

To configure an iSCSI target, create the /etc/ctl.conf configuration file, add a line to /etc/rc.conf to
make sure the ctld(8) daemon is automatically started at boot, and then start the daemon.

The following is an example of a simple /etc/ctl.conf configuration file. Refer to ctl.conf(5) for a
complete description of this file’s available options.
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portal-group pg0 {
    discovery-auth-group no-authentication
    listen 0.0.0.0
    listen [::]
}

target iqn.2012-06.com.example:target0 {
    auth-group no-authentication
    portal-group pg0

    lun 0 {
        path /data/target0-0
        size 4G
    }
}

The first entry defines the pg0 portal group. Portal groups define which network addresses the
ctld(8) daemon will listen on. The discovery-auth-group no-authentication entry indicates that any
initiator is allowed to perform iSCSI target discovery without authentication. Lines three and four

LUN.

Next, to make sure the ctld(8) daemon is started at boot, add this line to /etc/rc.conf:

ctld_enable="YES"

To start ctld(8) now, run this command:
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# service ctld start

As the 

    lun 0 {
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        path /data/target0-0
        size 4G
    }
}

32.13.2. Configuring an iSCSI Initiator


The iSCSI initiator described in this section is supported starting with FreeBSD
10.0-RELEASE. To use the iSCSI initiator available in older versions, refer to
iscontrol(8).

The iSCSI initiator requires that the iscsid(8) daemon is running. This daemon does not use a
configuration file. To start it automatically at boot, add this line to /etc/rc.conf:

similar to this:

Target name                                     Target portal   State
iqn.2012-06.com.example:target0                 10.10.10.10     Connected: da0

In this example, the iSCSI session was successfully established, with /dev/da0 representing the
attached LUN. If the iqn.2012-06.com.example:target0 target exports more than one LUN, multiple
device nodes will be shown in that section of the output:

Connected: da0 da1 da2.

Any errors will be reported in the output, as well as the system logs. For example, this message
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usually means that the iscsid(8) daemon is not running:

Target name                                     Target portal   State
iqn.2012-06.com.example:target0                 10.10.10.10     Waiting for iscsid(8)

The following message suggests a networking problem, such as a wrong IP address or port:

Target name                                     Target portal   State
iqn.2012-06.com.example:target0                 10.10.10.11     Connection refused

This message means that the specified target name is wrong:

Target name                                     Target portal   State
iqn.2012-06.com.example:target0                 10.10.10.10     Not found

This message means that the target requires authentication:

t0 specifies a nickname for the configuration file section. It will be used by the initiator to
specify which configuration to use. The other lines specify the parameters to use during connection.
The TargetAddress and TargetName are mandatory, whereas the other options are optional. In this
example, the CHAP username and secret are shown.

To connect to the defined target, specify the nickname:
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# iscsictl -An t0

Alternately, to connect to all targets defined in the configuration file, use:

# iscsictl -Aa

To make the initiator automatically connect to all targets in /etc/iscsi.conf, add the following to
/etc/rc.conf:

iscsictl_enable="YES"
iscsictl_flags="-Aa"
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Chapter 33. Firewalls

33.1. Synopsis
Firewalls make it possible to filter the incoming and outgoing traffic that flows through a system. A
firewall can use one or more sets of "rules" to inspect network packets as they come in or go out of
network connections and either allows the traffic through or blocks it. The rules of a firewall can
inspect one or more characteristics of the packets such as the protocol type, source or destination
host address, and source or destination port.

Firewalls can enhance the security of a host or a network. They can be used to do one or more of
the following:

After reading this chapter, you will know:

• How to define packet filtering rules.

• The differences between the firewalls built into FreeBSD.

• How to use and configure the PF firewall.

• How to use and configure the IPFW firewall.

• How to use and configure the IPFILTER firewall.

Before reading this chapter, you should:

• Understand basic FreeBSD and Internet concepts.



Since all firewalls are based on inspecting the values of selected packet control
fields, the creator of the firewall ruleset must have an understanding of how
TCP/IP works, what the different values in the packet control fields are, and how
these values are used in a normal session conversation. For a good introduction,
refer to Daryl’s TCP/IP Primer.
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33.2. Firewall Concepts
A ruleset contains a group of rules which pass or block packets based on the values contained in the
packet. The bi-directional exchange of packets between hosts comprises a session conversation. The
firewall ruleset processes both the packets arriving from the public Internet, as well as the packets
produced by the system as a response to them. Each TCP/IP service is predefined by its protocol and
listening port. Packets destined for a specific service originate from the source address using an
unprivileged port and target the specific service port on the destination address. All the above
parameters can be used as selection criteria to create rules which will pass or block services.

To lookup unknown port numbers, refer to /etc/services. Alternatively, visit
https://en.wikipedia.org/wiki/List_of_TCP_and_UDP_port_numbers and do a port number lookup to
find the purpose of a particular port number.

open connections and only allows traffic which either matches an existing connection or opens a
new, allowed connection.

Stateful filtering treats traffic as a bi-directional exchange of packets comprising a session. When
state is specified on a matching rule the firewall dynamically generates internal rules for each
anticipated packet being exchanged during the session. It has sufficient matching capabilities to
determine if a packet is valid for a session. Any packets that do not properly fit the session template
are automatically rejected.

When the session completes, it is removed from the dynamic state table.

Stateful filtering allows one to focus on blocking/passing new sessions. If the new session is passed,
all its subsequent packets are allowed automatically and any impostor packets are automatically
rejected. If a new session is blocked, none of its subsequent packets are allowed. Stateful filtering
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provides advanced matching abilities capable of defending against the flood of different attack
methods employed by attackers.

NAT stands for Network Address Translation. NAT function enables the private LAN behind the
firewall to share a single ISP-assigned IP address, even if that address is dynamically assigned. NAT
allows each computer in the LAN to have Internet access, without having to pay the ISP for multiple
Internet accounts or IP addresses.

NAT will automatically translate the private LAN IP address for each system on the LAN to the
single public IP address as packets exit the firewall bound for the public Internet. It also performs
the reverse translation for returning packets.

According to RFC 1918, the following IP address ranges are reserved for private networks which
will never be routed directly to the public Internet, and therefore are available for use with NAT:

• 10.0.0.0/8.

• 172.16.0.0/12.

•

substantially from the upstream OpenBSD version over the years. Not all features
work the same way on FreeBSD as they do in OpenBSD and vice versa.

The FreeBSD packet filter mailing list is a good place to ask questions about configuring and
running the PF firewall. Check the mailing list archives before asking a question as it may have
already been answered.

This section of the Handbook focuses on PF as it pertains to FreeBSD. It demonstrates how to enable
PF and ALTQ. It also provides several examples for creating rulesets on a FreeBSD system.

33.3.1. Enabling PF

To use PF, its kernel module must be first loaded. This section describes the entries that can be
added to /etc/rc.conf to enable PF.
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To control PF, use pfctl. Useful pfctl Options summarizes some useful options to this command.
Refer to pfctl(8) for a description of all available options:

Table 48. Useful pfctl Options

Command

pass out all keep state

The first rule denies all incoming traffic by default. The second rule allows connections created by
this system to pass out, while retaining state information on those connections. This state
information allows return traffic for those connections to pass back and should only be used on
machines that can be trusted. The ruleset can be loaded with:

# pfctl -e ; pfctl -f /etc/pf.conf

In addition to keeping state, PF provides lists and macros which can be defined for use when
creating rules. Macros can include lists and need to be defined before use. As an example, insert
these lines at the very top of the ruleset:
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tcp_services = "{ ssh, smtp, domain, www, pop3, auth, pop3s }"
udp_services = "{ domain }"

PF understands port names as well as port numbers, as long as the names are listed in /etc/services.
This example creates two macros. The first is a list of seven TCP port names and the second is one
UDP port name. Once defined, macros can be used in rules. In this example, all traffic is blocked
except for the connections initiated by this system for the seven specified TCP services and the one
specified UDP service:

tcp_services = "{ ssh, smtp, domain, www, pop3, auth, pop3s }"
udp_services = "{ domain }"
block all
pass out proto tcp to any port $tcp_services keep state


Adding -v to a pfctl ruleset verify or load will display the fully parsed rules exactly
the way they will be loaded. This is extremely useful when debugging rules.

33.3.2.1. A Simple Gateway with NAT

This section demonstrates how to configure a FreeBSD system running PF to act as a gateway for at
least one other machine. The gateway needs at least two network interfaces, each connected to a
separate network. In this example, xl0 is connected to the Internet and xl1 is connected to the
internal network.

First, enable the gateway to let the machine forward the network traffic it receives on one interface
to another interface. This sysctl setting will forward IPv4 packets:

793



794

https://man.freebsd.org/cgi/man.cgi?query=sysrc&sektion=8&format=html


defines two macros to represent the external and internal 3COM interfaces of the gateway.


For dialup users, the external interface will use tun0. For an ADSL connection,
specifically those using PPP over Ethernet (PPPoE), the correct external interface is
tun0, not the physical Ethernet interface.

ext_if = "xl0"  # macro for external interface - use tun0 for PPPoE
int_if = "xl1"  # macro for internal interface
localnet = $int_if:network
# ext_if IP address could be dynamic, hence ($ext_if)
nat on $ext_if from $localnet to any -> ($ext_if)
block all
pass from { lo0, $localnet } to any keep state

This ruleset introduces the nat

pass in inet proto tcp to $ext_if port ssh

This macro definition and rule allows DNS and NTP for internal clients:

udp_services = "{ domain, ntp }"
pass quick inet proto { tcp, udp } to any port $udp_services keep state

Note the quick keyword in this rule. Since the ruleset consists of several rules, it is important to
understand the relationships between the rules in a ruleset. Rules are evaluated from top to
bottom, in the sequence they are written. For each packet or connection evaluated by PF, the last
matching rule in the ruleset is the one which is applied. However, when a packet matches a rule
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which contains the quick

Second, a pass rule is needed to allow FTP traffic in to the proxy.

Third, redirection and NAT rules need to be defined before the filtering rules. Insert this rdr rule
immediately after the nat rule:

rdr pass on $int_if proto tcp from any to any port ftp -> 127.0.0.1 port 8021

Finally, allow the redirected traffic to pass:
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pass out proto tcp from $proxy to any port ftp

where $proxy

pass inet proto icmp from any to any

One solution is to let all ICMP traffic from the local network through while stopping all probes from
outside the network:

pass inet proto icmp from $localnet to any keep state
pass inet proto icmp from any to $ext_if keep state

Additional options are available which demonstrate some of PF’s flexibility. For example, rather
than allowing all ICMP messages, one can specify the messages used by ping(8) and traceroute(8).
Start by defining a macro for that type of message:
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documented in icmp(4) and icmp6(4).

33.3.2.4. Using Tables

Some types of data are relevant to filtering and redirection at a given time, but their definition is
too long to be included in the ruleset file. PF supports the use of tables, which are defined lists that
can be manipulated without needing to reload the entire ruleset, and which can provide fast
lookups. Table names are always enclosed within < >, like this:

table <clients> { 192.168.2.0/24, !192.168.2.5 }

In this example, the 192.168.2.0/24 network is part of the table, except for the address 
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authentication logs:

Sep 26 03:12:34 skapet sshd[25771]: Failed password for root from 200.72.41.31 port
40992 ssh2
Sep 26 03:12:34 skapet sshd[5279]: Failed password for root from 200.72.41.31 port
40992 ssh2
Sep 26 03:12:35 skapet sshd[5279]: Received disconnect from 200.72.41.31: 11: Bye Bye
Sep 26 03:12:44 skapet sshd[29635]: Invalid user admin from 200.72.41.31
Sep 26 03:12:44 skapet sshd[24703]: input_userauth_request: invalid user admin
Sep 26 03:12:44 skapet sshd[24703]: Failed password for invalid user admin from
200.72.41.31 port 41484 ssh2

This is indicative of a brute force attack where somebody or some program is trying to discover the
user name and password which will l 

max-src-conn is the number of simultaneous connections allowed from one host.

max-src-conn-rate is the rate of new connections allowed from any single host (15) per number of
seconds (5).

overload <bruteforce> means that any host which exceeds these limits gets its address added to the
bruteforce table. The ruleset blocks all traffic from addresses in the bruteforce table.

Finally, flush global says that when a host reaches the limit, that all (global) of that host’s
connections will be terminated (flush).
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<bruteforce> table entries older than a specified
age. This example removes all entries older than 24 hours:

/usr/local/sbin/expiretable -v -d -t 24h bruteforce

33.3.2.6. Protecting Against SPAM

Not to be confused with the spamd daemon which comes bundled with spamassassin, mail/spamd
can be configured with PF to provide an outer defense against SPAM. This spamd hooks into the PF
configuration using a set of redirections.
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Spammers tend to send a large number of messages, and SPAM is mainly sent from a few spammer
friendly networks and a large number of hijacked machines, both of which are reported to
blocklists
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all:\
    :traplist:allowlist:

This entry adds the desired blocklists, separated by colons (:). To use an allowlist to
subtract addresses from a blocklist, add the name of the allowlist immediately after the
name of that blocklist. For example: :blocklist:allowlist:.

This is followed by the specified blocklist’s definition:

spamd_flags="-v" # use "" and see spamd-setup(8) for flags

When finished, reload the ruleset, start spamd by typing service obspamd start, and
complete the configuration using spamd-setup. Finally, create a cron(8) job which calls
spamd-setup to update the tables at reasonable intervals.
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On a typical gateway in front of a mail server, hosts will soon start getting trapped within a few
seconds to several minutes.

PF also supports greylisting, which temporarily rejects messages from unknown hosts with 45n

redirection and filtering rules. This option determines which feedback, if any, PF sends to hosts that
are blocked by a rule. The option has two possible values: drop drops blocked packets with no
feedback, and return returns a status code such as Connection refused.

If not set, the default policy is drop. To change the block-policy, specify the desired value:

set block-policy return

In PF, scrub is a keyword which enables network packet normalization. This process reassembles
fragmented packets and drops TCP packets that have invalid flag combinations. Enabling scrub
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provides a measure of protection against certain kinds of attacks based on incorrect handling of
packet fragments. A number of options are available, but the simplest form is suitable for most
configurations:

scrub in all

Some services, such as NFS, require specific fragment handling options. Refer to
https://home.nuug.no/~peter/pf/en/scrub.html for more information.

This example reassembles fragments, clears the "do not fragment" bit, and sets the maximum
segment size to 1440 bytes:

scrub in all fragment reassemble no-df max-mss 1440

The antispoof mechanism protects against activity from P          10.0.0.0/8, 169.254.0.0/16, 192.0.2.0/24, \          0.0.0.0/8, 240.0.0.0/4 }"block drop in quick on $ext_if from $martians to anyblock drop out quick on $ext_if from any to $martians

On FreeBSD, ALTQ can be used with PF to provide Quality of Service (QOS). Once ALTQ is enabled,
queues can be defined in the ruleset which determine the processing priority of outbound packets.
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Before enabling ALTQ, refer to altq(4) to determine if the drivers for the network cards installed on
the system support it.

ALTQ is not available as a loadable kernel module. If the system’s interfaces support ALTQ, create a
custom kernel using the instructions in 

 which defines several firewall types for
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common scenarios to assist novice users in generating an appropriate ruleset. IPFW provides a
powerful syntax which advanced users can use to craft customized rulesets that meet the security
requirements of a given environment.

This section describes how to enable IPFW, provides an overview of its rule syntax, and
demonstrates several rulesets for common configuration scenarios.

33.4.1. Enabling IPFW

IPFW is included in the basic FreeBSD install as a kernel loadable module, meaning that a custom
kernel is not needed in order to enable IPFW.

For those users who wish to statically compile IPFW support into a custom kernel, see IPFW Kernel
Options

that the firewall_script is set to /etc/ipfw.rules:

# sysrc firewall_script="/etc/ipfw.rules"
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To enable logging through syslogd(8), include this line:

# sysrc firewall_logging="YES"



Only firewall rules with the log option will be logged. The default rules do not
include this option and it must be m

skipto, or tee keywords, the search continues. Refer to ipfw(8) for details on how these keywords
affect rule processing.

When creating an IPFW rule, keywords must be written in the following order. Some keywords are
mandatory while other keywords are optional. The words shown in uppercase represent a variable
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and the words shown in lowercase must precede the variable that follows it. The # symbol is used to
mark the start of a comment and may appear at the end of a rule or on its own line. Blank lines are
ignored.

CMD RULE_NUMBER ser
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
Logging is done after all other packet matching conditions have been met, and
before performing the final action on the packet. The administrator decides
which rules to enable logging on.

PROTO

This optional value can be used to specify any protocol name or number found in /etc/protocols.

SRC

The from keyword must be followed by the source address or a keyword that represents the
source address. An address can be represented by any, me (any address configured ent

limit, the packet is discarded.

Dozens of OPTIONS are available. Refer to ipfw(8) for a description of each available option.

33.4.3. Example Ruleset

This section demonstrates how to create an example stateful firewall ruleset script named
/etc/ipfw.rules. In this example, all connection rules use in or out to clarify the direction. They also
use via interface-name to specify the interface the packet is traveling over.
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

When first creating or testing a firewall ruleset, consider temporarily setting this

# Allow access to public DNS

# Replace x.x.x.x with the IP address of a public DNS server
# and repeat for each DNS server in /etc/resolv.conf
$cmd 00110 allow tcp from any to x.x.x.x 53 out via $pif setup keep-state
$cmd 00111 allow udp from any to x.x.x.x 53 out via $pif keep-state

# Allow access to ISP's DHCP server for cable/DSL configurations.
# Use the first rule and check log for IP address.
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# Then, uncomment the second rule, input the IP address, and delete the first rule
$cmd 00120 allow log udp from any to any 67 out via $pif keep-state
#$cmd 00120 allow udp from any to x.x.x.x 67 out via $pif keep-state

# Allow outbound HTTP and HTTPS connections
$cmd 00200 allow tcp from any to any 80 out via $pif setup keep-state
$cmd 00220 allow tcp from any to any 443 out via $pif setup keep-state

# Allow outbound email connections
$cmd 00230 allow tcp from any to any 25 out via $pif setup keep.y in via $pif         #RFC 1918 private IP

$cmd 00303 deny all from 127.0.0.0/8 to any in via $pif        #loopback
$cmd 00304 deny all from 0.0.0.0/8 to any in via $pif          #loopback
$cmd 00305 deny all from 169.254.0.0/16 to any in via $pif     #DHCP auto-config
$cmd 00306 deny all from 192.0.2.0/24 to any in via $pif       #reserved for docs
$cmd 00307 deny all from 204.152.64.0/23 to any in via $pif    #Sun cluster
interconnect
$cmd 00308 deny all from 224.0.0.0/3 to any in via $pif        #Class D & E multicast

# Deny public pings
$cmd 00310 deny icmp from any to any in via $pif

# Deny ident
$cmd 00315 deny tcp from any to any 113 in via $pif

# Deny all Netbios services.
$cmd 00320 deny tcp from any to any 137 in via $pif
$cmd 00321 deny tcp from any to any 138 in via $pif
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$cmd 00322 deny tcp from any to any 139 in via $pif
$cmd 00323 deny tcp from any to any 81 in via $pif

provide network address translation. This can be used to provide an Internet Connection Sharing
solution so that several internal computers can connect to the Internet using a single public IP
address.

To do this, the FreeBSD machine connected to the Internet must act as a gateway. This system must
have two NICs, where one is connected to the Internet and the other is connected to the internal
LAN. Each machine connected to the LAN should be assigned an IP address in the private network
space, as defined by RFC 1918.

Some additional configuration is needed in order to enable the in-kernel NAT facility of IPFW. To
enable in-kernel NAT support at boot time, the following must be set in /etc/rc.conf:

gateway_enable="YES"
firewall_enable="YES"
firewall_nat_enable="YES"
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
When firewall_nat_enable is set but firewall_enable is not, it will have no effect
and do nothing. This is because the in-kernel NAT implementation is only
compatible with IPFW.

When the ruleset contains stateful rules, the positioning of the NAT rule is critical and the skipto
action is used. The skipto action requires a rule number so that it knows which rule to jump to. The
example below builds upon the firewall ruleset shown in the previous section. It adds some
additional entries and modifies some existing rules in order to configure the firewall for in-kernel
NAT. It starts by adding some additional variables which represent the rule number to skip to, the
keep-state option, and a list of TCP ports which will be used to reduce the number of rules.

ipfw disable one_pass
ipfw -q nat 1 config if $pif same_ports unreg_only reset

The inbound NAT rule is inserted after the two rules which allow all traffic on the trusted and
loopback interfaces and after the reassemble rule but before the check-state rule. It is important
that the rule number selected for this NAT rule, in this example 100, is higher than the first three
rules and lower than the check-state rule. Furthermore, because of the behavior of in-kernel NAT it
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is advised to place a reassemble rule just before the first NAT rule and after the rules that allow
traffic on trusted interface. Normally, IP fragmentation should not happen, but when dealing with
IPSEC/ESP/GRE tunneling traffic it might and the reassembling of fragments is necessary before
handing the complete packet over to the in-kernel NAT facility.



The reassemble rule was not needed with userland natd(8) because the internal
workings of the IPFW divert action already takes care of reassembling packets
before delivery to the socket as also stated in ipfw(8).

The NAT instance and rule number used in this example does not match with the
default NAT instance and rule number created by rc.firewall. rc.firewall is a script
that sets up the default firewall rules present in FreeBSD.

$cmd 999 deny log all from any to any
$cmd 1000 nat 1 ip from any to any out via $pif # skipto location for outbound
stateful rules
$cmd 1001 allow ip from any to any

In this example, rules 100, 101, 125, 1000, and 1001 control the address translation of the outbound
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and inbound packets so that the entries in the dynamic state table always register the private
LANIP address.

Consider an internal web browser which initializes a new outbound HTTP session over port 80.
When the first outbound packet enters the firewall, it does not match rule 100

33.4.4.1. Port Redirection

The drawback with NAT in general is that the LAN clients are not accessible from the Internet.
Clients on the LAN can make outgoing connections to the world but cannot receive incoming ones.
This presents a problem if trying to run Internet services on one of the LAN client machines. A
simple way around this is to redirect selected Internet ports on the NAT providing machine to a
LAN client.

For example, an IRC server runs on client A and a web server runs on client B. For this to work
properly, connections received on ports 6667 (IRC) and 80 (HTTP) must be redirected to the
respective machines.

With in-kernel NAT all configuration is done in the NAT instance configuration. For a full list of
options that an in-kernel NAT instance can use, consult ipfw(8). The IPFW syntax follows the syntax
of natd. The syntax for redirect_port is as follows:
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redirect_port proto targetIP:targetPORT[-targetPORT]
  [aliasIP:]aliasPORT[-aliasPORT]
  [remoteIP[:remotePORT[-remotePORT]]]

To configure the above example setup, the arguments should be:

redirect_port tcp 192.168.0.2:6667 6667
redirect_port tcp 192.168.0.3:80 80

After adding these arguments to the configuration of NAT instance 1 in the above ruleset, the TCP
ports will be port forwarded to the LAN client machines running the IRC and HTTP services.

ipfw -q nat 1 config if $pif same_ports unreg_only reset \

redirect_addr 192.168.0.2 128.1.1.2
redirect_addr 192.168.0.3 128.1.1.3

Like redirect_port, these arguments are placed in a NAT instance configuration. With address
redirection, there is no need for port redirection, as all data received on a particular IP address is
redirected.

817

https://man.freebsd.org/cgi/man.cgi?query=ipfw&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=ipfw&sektion=8&format=html


The external IP addresses on the ipfw(8) machine must be active and aliased to the external
interface. Refer to rc.conf(5) for details.

33.4.4.3. Userspace NAT

Let us start with a statement: the userspace NAT implementation: natd(8), has more overhead than
in-kernel NAT. For C�!

more information about the configuration file and possible variables, consult
natd(8). Below are two example entries, one per line:

redirect_port tcp 192.168.0.2:6667 6667
redirect_addr 192.168.0.3 128.1.1.3

33.4.5. The IPFW Command

ipfw can be used to make manual, single rule additions or deletions to the active firewall while it is
running. The problem with using this method is that all the changes are lost when the system

818

https://man.freebsd.org/cgi/man.cgi?query=ipfw&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=rc.conf&sektion=5&format=html
https://man.freebsd.org/cgi/man.cgi?query=natd&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=natd&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=natd&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=rc&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=natd&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=natd&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=natd&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=natd&sektion=8&format=html


reboots. It is recommended to instead write all the rules in a file and to use that file to load the rules
at boot time and to replace the currently running firewall rules whenever that file changes.

ipfw is a useful way to display the running firewall rules to the console screen. The IPFW
accounting facility dynamically creates a counter for each rule that counts each packet that
matches the rule. During the process of testing a rule, listing the rule with its counter is one way to
determine if the rule is functioning as expected.

To list all the running rules in sequence:

# ipfw list

# ipfw zero

To zero the counters for just the rule with number NUM:

# ipfw zero NUM

33.4.5.1. Logging Firewall Messages

Even with the logging facility enabled, IPFW will not generate any rule logging on its own. The
firewall administrator decides which rules in the ruleset will be logged, and adds the log keyword
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to those rules. Normally only deny rules are logged. It is customary to duplicate the "ipfw default
deny everything" rule with the log keyword included as the last rule in the ruleset. This way, it is
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$cmd 00610 allow tcp from any to $odns 53 out via $oif setup $ks

IPFW can be loaded as a kernel module: options above are built by default as
modules or can be set at runtime using tunables.
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33.5. IPFILTER (IPF)
IPFILTER, also known as IPF, is a cross-platform, open source firewall which has been ported to
several operating systems, including FreeBSD, NetBSD, OpenBSD, and Solaris™.

IPFILTER is a kernel-side firewall and NAT mechanism that can be controlled and monitored by
userland programs. Firewall rules can be set or deleted using ipf, NAT rules can be set or deleted
using ipnat, run-time statistics for the kernel parts of IPFILTER can be printed using ipfstat, and
ipmon can be used to log IPFILTER actions to the system log files.

IPF was originally written using a rule processing logic of "the last matching rule wins" and only
used stateless rules. Since then, IPF has been enhanced to include the quick and keep state options.

The IPF FAQ is at 

 rule at the end of the ruleset.

ipfilter_enable="YES"             # Start ipf firewall
ipfilter_rules="/etc/ipf.rules"   # loads rules definition text file
ipv6_ipfilter_rules="/etc/ipf6.rules" # loads rules definition text file for IPv6
ipmon_enable="YES"                # Start IP monitor log
ipmon_flags="-Ds"                 # D = start as daemon
                                  # s = log to syslog
                                  # v = log tcp window, ack, seq
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                                  # n = map IP & port to names

If NAT functionality is needed, also add these lines:

end of a rule, to explain that rule’s function, or on its own line. Any blank lines are ignored.

The keywords which are used in rules must be written in a specific order, from left to right. Some
keywords are mandatory while others are optional. Some keywords have sub-options which may
be keywords themselves and also include more sub-options. The keyword order is as follows, where
the words shown in uppercase represent a variable and the words shown in lowercase must
precede the variable that follows it:

ACTION DIRECTION OPTIONS proto PROTO_TYPE from SRC_ADDR SRC_PORT to DST_ADDR DST_PORT
TCP_FLAG|ICMP_TYPE keep state STATE

This section describes each of these keywords and their options. It is not an exhaustive list of every
possible option. Refer to ipf(5) for a complete description of the rule syntax that can be used when

823

https://man.freebsd.org/cgi/man.cgi?query=ipf&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=ipf&sektion=5&format=html


creating IPF rules and examples for using each keyword.

ACTION

body: indicates that the first 128 bytes of the packet contents will be logged after the headers.

first: if the log keyword is being used in conjunction with a keep state option, this option is
recommended so that only the triggering packet is logged and not every packet which matches
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the stateful connection.

Additional options are available to specify error return messages. Refer to ipf(5) for more
details.

PROTO_TYPE

The protocol type is optional. However, it is mandatory if the rule needs to specify a SRC_PORT
or a DST_PORT as it defines the type of protocol. When specifying the type of protocol, use tó2�7�V6ñfñVB��2�FÜR�� OTO_TYPE, flags can be specified as letters, where each letter

represents one of the possible TCP flags used to determine the state of a connection. Possible
values are: S (SYN), A (ACK), P (PSH), F (FIN), U (URG), R (RST), C (CWN), and E (ECN).

If icmp is specified as the PROTO_TYPE, the ICMP type to match can be specified. Refer to ipf(5)
for the allowable types.
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STATE

If a pass rule contains keep state, IPF will add an entry to its dynamic state table and allow
subsequent packets that match the connection. IPF can track state for TCP, UDP, and ICMP
sessions. Any packet that IPF can be certain is part of an active session, even if it is a different
protocol, will be allowed.

In IPF, packets destined to go out through the interface connected to the public Internet are first
checked against the dynamic state table. If the packet matches the next expected packet
comprising an active session conversation, it exits the firewall and the state of the session
conversation flow is updated in the dynamic state table. Packets that do not belong to an already
active session are checked against the outbound ruleset. Packets coming in from the interface
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and logging all packets for that interface and direction.

This set of rules defines the outbound section of the public interface named dc0. These rules keep
state and identify the specific services that internal systems are authorized for public Internet
access. All the rules use quick and specify the appropriate port numbers and, where applicable,
destination addresses.

# interface facing Internet (outbound)
# Matches session start requests originating from or behind the
# firewall, destined for the Internet.

# Allow outbound access to public DNS servers.
# Replace x.x.x.x with address listed in /etc/resolv.conf.
# Repeat for each DNS server.
pass out quick on dc0 proto tcp from any to x.x.x.x port = 53 flags S keep state

This example of the rules in the inbound section of the public interface blocks all undesirable
packets first. This reduces the number of packets that are logged by the last rule.
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# interface facing Internet (inbound)
# Block all inbound traffic from non-routable or reserved address spaces
block in quick on dc0 from 192.168.0.0/16 to any    #RFC 1918 private IP
block in quick on dc0 from 172.16.0.0/12 to any     #RFC 1918 private IP
block in quick on dc0 from 10.0.0.0/8 to any        #RFC 1918 private IP
block in quick on dc0 from 127.0.0.0/8 to any       #loopback
block in quick on dc0 from 0.0.0.0/8 to any         #loopback
block in quick on dc0 from 169.254.0.0/16 to any    #DHCP auto-config
block in quick on dc0 from 192.0.2.0/24 to any      #reserved for docs
block in quick on dc0 from 204.152.64.0/23 to any   #Sun cluster interconnect
block in quick on dc0 from 224.0.0.0/3 to any       #Class D & E multicast

# Block fragments and too short tcp packets
block in quick on dc0 all with frags

from the Internet. The last rule denies all connections which were not explicitly allowed by
previous rules in this section.

# Allow traffic in from ISP's DHCP server. Replace z.z.z.z with
# the same IP address used in the outbound section.
pass in quick on dc0 proto udp from z.z.z.z to any port = 68 keep state

# Allow public connections to specified internal web server
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pass in quick on dc0 proto tcp from any to x.x.x.x port = 80 flags S keep state

# Block and log only first occurrence of all remaining traffic.
block in log first quick on dc0 all

33.5.4. Configuring NAT

To enable NAT, add these statements to /etc/rc.conf

original private IP address before being passed to the firewall rules for further processing.

For networks that have large numbers of internal systems or multiple subnets, the process of
funneling every private IP address into a single public IP address becomes a resource problem. Two
methods are available to relieve this issue.

The first method is to assign a range of ports to use as source ports. By adding the portmap keyword,
NAT can be directed to only use source ports in the specified range:

map dc0 192.168.1.0/24 -> 0/32 portmap tcp/udp 20000:60000
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Alternately, use the auto keyword which tells NAT to determine the ports that are available for use:

map dc0 10.0.10.0/29 -> 0/32 proxy port 21 ftp/tcp
map dc0 0.0.0.0/0 -> 0/32 proxy port 21 ftp/tcp
map dc0 10.0.10.0/29 -> 0/32

The FTP map rules go before the NAT rule so that when a packet matches an FTP rule, the FTP proxy
creates temporary filter rules to let the FTP session packets pass and undergo NAT. All LAN packets
that are not FTP will not match the FTP rules but will undergo NAT if they match the third rule.
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Without the FTP proxy, the following firewall rules would instead be needed. Note that without the
proxy, all ports above 1024 need to be allowed:

# Allow out LAN PC client FTP to public Internet
# Active and passive modes
pass out quick on rl0 proto tcp from any to any port = 21 flags S keep state

# Allow out passive mode data channel high order port numbers

 output packets logged: blocked 0 passed 0
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 packets logged: input 0 output 0
 log failures: input 3898 output 0
 fragment state(in): kept 0 lost 0
 fragment state(out): kept 0 lost 0
 packet state(in): kept 169364 lost 0
 packet state(out): kept 431395 lost 0
 ICMP replies: 0 TCP RSTs sent: 0

ipmon_flags statement uses -Ds:

ipmon_flags="-Ds" # D = start as daemon
                  # s = log to syslog
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                  # v = log tcp window, ack, seq
                  # n = map IP & port to names

/etc/syslog.conf, run service
syslogd reload.

Do not forget to edit /etc/newsyslog.conf to rotate the new log file.

Messages generated by ipmon consist of data fields separated by white space. Fields common to all
messages are:

1. The date of packet receipt.

2. The time of packet receipt. This is in the form HH:MM:SS.F, for hours, minutes, seconds, and
fractions of a second.

3. The name of the interface that processed the packet.

4. The group and rule number of the rule in the format @0:17.
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5. The action: p for passed, b for blocked, S for a short packet, n did not match any rules, and L for a
log rule.

6. The addresses written as three fields: the source address and port separated by a comma, the →
symbol, and the destination address and port. For example: 209.53.17.22,80 →
198.73.220.17,1722.

7. PR followed by the protocol name or number: for example, PR tcp.

8. len
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33.6.2. Creating a Blacklistd Ruleset

Rules for blacklistd are configured in blacklistd.conf(5) with one entry per line. Each rule contains a
tuple separated by spaces or tabs. Rules either belong to a local or a remote, which applies to the
machine where blacklistd is running or an outside source, respectively.

33.6.2.1. Local Rules

An example blacklistd.conf entry for a local rule looks like this:

[local]
ssh             stream  *       *               *       3       24h

anchor "blacklistd/*" in on $ext_if
block in
pass out

For separate blocklists, an anchor name can be used in this field. In other cases, the wildcard will
suffice. When a name starts with a hyphen (-) it means that an anchor with the default rule name
prepended should be used. A modified example from the above using the hyphen would look like
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this:

ssh             stream  *       *               -ssh       3       24h

With such a rule, any new blocklist rules are added to an anchor called blacklistd-ssh.

To block whole subnets for a single rule violation, a 

[remote]
203.0.113.128/25 *      *       *               =/25    =       48h

The address field can be an IP address (either v4 or v6), a port or both. This allows setting special
rules for a specific remote address range like in this example. The fields for socket type, protocol
and owner are identically interpreted as in the local rule.

The name fields is different though: the equal sign (=) in a remote rule tells blacklistd to use the
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value from the matching local rule. It means that the firewall rule entry is taken and the /25 prefix
(a netmask of 255.255.255.128) is added. When a connection from that address range is blocklisted,
the entire subnet is affected. A PF anchor name can also be used here, in which case blacklistd will
 like this.

# blacklistctl dump -b
      address/ma:port id      nfail   last access
213.0.123.128/25:22   OK      6/3     2019/06/08 14:30:19

This example shows that there were 6 out of three permitted attempts on port 22 coming from the
address range 213.0.123.128/25. There are more attempts listed than are allowed because SSH
allows a client to try multiple logins on a single TCP connection. A connection that is currently
going on is not stopped by blacklistd. The last connection attempt is listed in the last access column
of the output.
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To see the remaining time that this host will be on the blocklist, add -r to the previous command.

# blacklistctl dump -br
      address/ma:port id      nfail   remaining time
213.0.123.128/25:22   OK      6/3     36s

In this example, there are 36s seconds left until this host will not be blocked any more.

33.6.5. Removing Hosts from the Block List

Sometimes it is necessary to remove a host from the block list before the remaining time expires.
Unfortunately, there is no functionality in blacklistd to do that. However, it is possible to remove
the address from the PF table using pfctl. For each blocked port, there is a child anchor inside the
blacklistd anchor defined in /etc/pf.conf. For example, if there is a child anchor for blocking port 22
it is called 

be removed from its output. The entry will be added again if the host is matching one of the block
rules in blacklistd again.
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Chapter 34. Advanced Networking

34.1. Synopsis
This chapter covers a number of advanced networking topics.

After reading this chapter, you will know:

• The basics of gateways and routes.

• How to set up USB tethering.

• How to set up IEEE® 802.11 and Bluetooth® devices.

• How to make FreeBSD act as a bridge.

• How to set up network PXE booting.

• How to enable and utilize the features of the Common Address Redundancy Protocol (CARP) in
FreeBSD.

•

indicates that when trying to get to the specified destination, send the packets through the specified
gateway. There are three types of destinations: individual hosts, subnets, and "default". The "default
route" is used if no other routes apply. There are also three types of gateways: individual hosts,
interfaces, also called links, and Ethernet hardware (MAC) addresses. Known routes are stored in a
routing table.

This section provides an overview of routing basics. It then demonstrates how to configure a
FreeBSD system as a router and offers some troubleshooting tips.

34.2.1. Routing Basics

To view the routing table of a FreeBSD system, use netstat(1):
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FreeBSD will automatically add subnet routes for the local subnet. In this example, 10.20.30.255
is the broadcast address for the subnet 10.20.30 and example.com is the domain name associated
with that subnet. The designation link#1 refers to the first Ethernet card in the machine.
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Local network hosts and local subnets have their routes automatically configured by a daemon
called routed(8). If it is not running, only routes which are statically defined by the
administrator will exist.

host

The host1 line refers to the host by its Ethernet address. Since it is the sending host, FreeBSD
knows to use the loopback interface (

# route add default 10.20.30.1
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Note that manually added routes will not survive a reboot. For more information on manual
manipulation of network routing tables, refer to route(8).

34.2.2. Configuring a Router with Static Routes

A FreeBSD system can be configured as the default gateway, or router, for a network if it is a dual-
homed system. A dual-homed system is a host which resides on at least two different networks.
Typically, each network is connected to a separate network interface, though IP aliasing can be
used to bind multiple addresses, each on a different subnet, to one physical interface.

In order for the system to forward packets between interfaces, FreeBSD must be configured as a
router. Internet standards and good engineering practice prevent the FreeBSD Project from
enabling this feature by default, but it can be configured to start at boot by adding this line to

RIP, versions 1 and 2, and IRDP. Support for the BGP and OSPF routing protocols
can be installed using the net/quagga package or port.

Consider the following network:
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In this scenario, RouterA is a FreeBSD machine that is acting as a router to the rest of the Internet. It
has a default route set to 10.0.0.1 which allows it |



static_routes="internalnet2"
route_internalnet2="-net 192.168.2.0/24 192.168.1.2"

The static_routes configuration variable is a list of strings separated by a space, where each string
references a route name. The variable route_internalnet2 contains the static route for that route
name.

Using more than one string in static_routes creates multiple static routes. The following shows an
example of adding static routes for the 192.168.0.0/24 and 192.168.1.0/24 networks:

ping fails.

When using traceroute, include the address of the remote host to connect to. The output will show
the gateway hosts along the path of the attempt, eventually either reaching the target host, or
terminating because of a lack of connection. For more information, refer to traceroute(8).

34.2.4. Multicast Considerations

FreeBSD natively supports both multicast applications and multicast routing. Multicast applications
do not require any special configuration in order to run on FreeBSD. Support for multicast routing
requires that the following option be compiled into a custom kernel:

options MROUTING

The multicast routing daemon, mrouted can be installed using the net/mrouted package or port.
This daemon implements the DVMRP multicast routing protocol and is configured by editing
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/usr/local/etc/mrouted.conf in order to set up the tunnels and DVMRP. The installation of mrouted
also installs map-mbone and mrinfo, as well as their associated man pages. Refer to these for
configuration examples.


DVMRP has largely been replaced by the PIM protocol in many multicast
installations. Refer to pim(4) for more information.

34.3. Virtual Hosts
A common use of FreeBSD is virtual site hosting, where one server appears to the network as many
servers. This is achieved by assigning multiple network addresses to a single interface.

A given network interface has one "real" address, and may have any number of "alias" addresses.
These aliases are normally added by placing alias entries in /etc/rc.conf, as seen in this example:

/etc/rc.conf entries configure the adapter correctly for this scenario:

# sysrc ifconfig_fxp0="inet 10.1.1.1 netmask 255.255.255.0"
# sysrc ifconfig_fxp0_alias0="inet 10.1.1.2 netmask 255.255.255.255"
# sysrc ifconfig_fxp0_alias1="inet 10.1.1.3 netmask 255.255.255.255"
# sysrc ifconfig_fxp0_alias2="inet 10.1.1.4 netmask 255.255.255.255"
# sysrc ifconfig_fxp0_alias3="inet 10.1.1.5 netmask 255.255.255.255"
# sysrc ifconfig_fxp0_alias4="inet 202.0.75.17 netmask 255.255.255.240"
# sysrc ifconfig_fxp0_alias5="inet 202.0.75.18 netmask 255.255.255.255"
# sysrc ifconfig_fxp0_alias6="inet 202.0.75.19 netmask 255.255.255.255"
# sysrc ifconfig_fxp0_alias7="inet 202.0.75.20 netmask 255.255.255.255"

A simpler way to express this is with a space-separated list of IP address ranges. The first address
will be given the indicated subnet mask and the additional addresses will have a subnet mask of
255.255.255.255.
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# sysrc ifconfig_fxp0_aliases="inet 10.1.1.1-5/24 inet 202.0.75.17-20/28"

34.4. Wireless Advanced Authentication
FreeBSD supports different ways of connecting to a wireless network. This section describes how to
perform advanced authentication to a Wireless Network.

To make a connection and basic authentication to a wireless network the section Connection and
Authentication to a Wireless Network in the Network Chapter describes how to do it.

34.4.1. WPA with EAP-TLS

The second way to use WPA is with an 802.1X backend authentication server. In this case, WPA is
called WPA Enterprise to differentiate it from the less secure WPA Personal. Authentication in WPA
Enterprise is based on the Extensible Authentication Protocol (EAP).

EAP does not come with an encryption method. Instead, EAP is embedded inside an encrypted
tunnel. There are many EAP authentication methods, but EAP-TLS, EAP-TTLS, and EAP-PEAP are the
mo

⑤
  ca_cert="/etc/certs/cacert.pem" ⑥
  client_cert="/etc/certs/clientcert.pem" ⑦
  private_key="/etc/certs/clientkey.pem" ⑧
  private_key_passwd="freebsdmallclient" ⑨
}

① This field indicates the network name (SSID).

② This example uses the RSN IEEE® 802.11i protocol, also known as WPA2.

③ The key_mgmt line refers to the key management protocol to use. In this example, it is WPA using
EAP authentication.
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④ This field indicates the EAP method for

      AES-CCM 3:128-bit txpower 21.5 bmiss 7 scanvalid 450 bgscan
      bgscanintvl 300 bgscanidle 250 roam:rssi 7 roam:rate 5 protmode CTS
      wme burst roaming MANUAL

It is also possible to bring up the interface manually using wpa_supplicant(8) and ifconfig(8).

34.4.2. WPA with EAP-TTLS

With EAP-TLS, both the authentication server and the client need a certificate. With EAP-TTLS, a
client certificate is optional. This method is similar to a web server which creates a secure SSL
tunnel even if visitors do not have client-side certificates. EAP-TTLS uses an encrypted TLS tunnel
for safe transport of the authentication data.

The required configuration can be added to /etc/wpa_supplicant.conf:

network={
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  ssid="freebsdap"
  proto=RSN
  key_mgmt=WPA-EAP
  eap=TTLS ①
  identity="test" ②
  password="test" ③
  ca_cert="/etc/certs/cacert.pem" ④
  phase2="auth=MD5" ⑤
}

① This field specifies the EAP method for the connection.

② The identity field contains the identity string for EAP authentication inside the encrypted TLS
tunnel.

③ The 

DHCPREQUEST on wlan0 to 255.255.255.255 port 67 interval 21
DHCPACK from 192.168.0.20
bound to 192.168.0.254 -- renewal in 300 seconds.
wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.254 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet DS/11Mbps mode 11g
      status: associated
      ssid freebsdap channel 1 (2412 Mhz 11g) bssid 00:11:95:c3:0d:ac
      country US ecm authmode WPA2/802.11i privacy ON deftxkey UNDEF
      AES-CCM 3:128-bit txpower 21.5 bmiss 7 scanvalid 450 bgscan
      bgscanintvl 300 bgscanidle 250 roam:rssi 7 roam:rate 5 protmode CTS
      wme burst roaming MANUAL
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34.4.3. WPA with EAP-tains the parameters for the first phase of authentication, the TLS tunnel.

According to the authentication server used, specify a specific label for authentication. Most of
the time, the label will be "client EAP encryption" which is set by using peaplabel=0. More
information can be found in wpa_supplicant.conf(5).

⑥ This field specifies the authentication protocol used in the encrypted TLS tunnel. In the case of
PEAP, it is auth=MSCHAPV2.

Add the following to /etc/rc.conf:

wlans_ath0="wlan0"
ifconfig_wlan0="WPA DHCP"
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The I

6f85edc1<STA,FF,TURBOP,IBSS,HOSTAP,AHDEMO,TXPMGT,SHSLOT,SHPREAMBLE,MONITOR,

MBSS,WPA1,WPA2,BURST,WME,WDS,BGSCAN,TXFRAG>
cryptocaps=1f<WEP,TKIP,AES,AES_CCM,TKIPMIC>

This output displays the card’s capabilities. The HOSTAP word confirms that this wireless card can act
as an AP. Various supported ciphers are also listed: WEP, TKIP, and AES. This information indicates
which security protocols can be used on the AP.

The wireless device can only be put into hostap mode during the creation of the network pseudo-
device, so a previously created device must be destroyed first:
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# ifconfig wlan0 destroy

then regenerated with the correct option before setting the other parameters:

SSID/MESH ID    BSSID              CHAN RATE   S:N     INT CAPS
freebsdap       00:11:95:c3:0d:ac    1   54M -66:-96  100 ES   WME

The client machine found the AP and can be associated with it:
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# ifconfig wlan0 inet 192.168.0.2 netmask 255.255.255.0 ssid freebsdap
# ifconfig wlan0
  wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
      ether 00:11:95:d5:43:62
      inet 192.168.0.2 netmask 0xffffff00 broadcast 192.168.0.255
      media: IEEE 802.11 Wireless Ethernet OFDM/54Mbps mode 11g
      status: associated
      ssid freebsdap channel 1 (2412 Mhz 11g)

wpa_pairwise=CCMP                ⑨

① Wireless interface used for the access point.
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② Level of verbosity used during the execution of hostapd(8). A value of 1 represents the minimal
level.

③ Pathname of the directory used by hostapd(8) to store domain socket files for communication
with external programs such as 

-dfs
    groups: wlan

Once the AP is running, the clients can associate with it. See Basic Settings for more details. It is
possible to see the stations associated with the AP using ifconfig wlan0 list sta.

34.6. USB Tethering
Many cellphones provide the option to share their data connection over USB (often called
"tethering"). This feature uses one of RNDIS, CDC, or a custom Apple® iPhone®/iPad® protocol.

• Android™ devices generally use the urndis(4) driver.

• Apple® devices use the ipheth(4) driver.

• Older devices will often use the cdce(4) driver.
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Before attaching a device, load the appropriate driver into the kernel:

# kldload if_urndis
# kldload if_cdce
# kldload if_ipheth

Once the device is attached ue0 will be available for use like a normal network device. Be sure that
the "USB tethering" option is enabled on the device.

To make this change permanent and load the driver as a module at boot time, place the appropriate
line oGW&ñÊr�7ó7FV“�7F�'GW�¬�FÜR�7ó7FV“�6�‚�&P

configured to load the module at boot time by adding the driver to /boot/loader.conf:

ng_ubt_load="YES"
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Once the driver is loaded, plug in the USB dongle. If the driver load was successful, output similar to
the following should appear on the console and in /var/log/messages
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Inquiry complete. Status: No error [00]

The BD_ADDR is the unique address of a Bluetooth device, similar to the MAC address of a network
card. This address is needed for further communication with a device and it is possible to assign a
human readable name to a BD_ADDR. Information regarding the known Bluetooth hosts is contained
in /etc/bluetooth/hosts. The following example shows how to obtain the human readable name that
was assigned to the remote device:

Connection handle: 41
Reason: Connection terminated by local host [0x16]

Type hccontrol help for a complete listing of available HCI commands. Most of the HCI commands
do not require superuser privileges.
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34.7.3. Device Pairing

By default, Bluetooth communication is not authenticated, and any device can talk to any other
device. A Bluetooth device, such as a cellular phone, may choose to require authentication to
provide a particular service. Bluetooth authentication is normally done with a PIN code, an ASCII
string up to 16 characters in length. The user is required to enter the same PIN code on both
devices. Once the user has entered the PIN code, both devices will generate a link key. After that, the

hcsecd[16484]: Got Link_Key_Request event from 'ubt0hci', remote bdaddr
0:80:37:29:19:a4
hcsecd[16484]: Found matching entry, remote bdaddr 0:80:37:29:19:a4, name 'Pav's T39',
link key doesn't exist
hcsecd[16484]: Sending Link_Key_Negative_Reply to 'ubt0hci' for remote bdaddr
0:80:37:29:19:a4
hcsecd[16484]: Got PIN_Code_Request event from 'ubt0hci', remote bdaddr
0:80:37:29:19:a4
hcsecd[16484]: Found matching entry, remote bdaddr 0:80:37:29:19:a4, name 'Pav's T39',
PIN code exists

858

https://man.freebsd.org/cgi/man.cgi?query=hcsecd&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=hcsecd&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=hcsecd&sektion=8&format=html
https://man.freebsd.org/cgi/man.cgi?query=hcsecd&sektion=8&format=html


hcsecd[16484]: Sending PIN_Code_Reply to 'ubt0hci' for remote bdaddr 0:80:37:29:19:a4

# rfcomm_pppd -s -C 7 -l rfcomm-server

34.7.5. Bluetooth Protocols

This section provides an overview of the various Bluetooth protocols, their function, and associated
utilities.

34.7.5.1. Logical Link Control and Adaptation Protocol (L2CAP)

The Logical Link Control and Adaptation Protocol (L2CAP) provides connection-oriented and
connectionless data services to upper layer protocols. L2CAP permits higher level protocols and
applications to transmit and receive L2CAP data packets up to 64 kilobytes in length.

L2CAP is based around the concept of channels. A channel is a logical connection on top of a
baseband connection, where each channel is bound to a single protocol in a many-to-one fashion.
Multiple channels can be bound to the same protocol, but a channel cannot be bound to multiple
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protocols. Each L2CAP packet received on a channel is directed to the appropriate higher level
protocol. Multiple channels can share the same baseband connection.

In FreeBSD, a netgraph L2CAP node is created for each Bluetooth device. This node is normally
connected to the downstream Bluetooth HCI node and upstream Bluetooth socket nodes. The
default name for the L2CAP node is "devicel2cap". For more details refer to ng_l2cap(4).

A useful command is l2ping(8), which can be used to ping other devices. Some Bluetooth
implementations might not return all of the data sent to them, so 0 bytes in the following example
is normal.

data structures. The example below shows the same logical connection as l2control(8) above.

% btsockstat
Active L2CAP sockets
PCB      Recv-Q Send-Q Local address/PSM       Foreign address   CID   State
c2afe900      0      0 00:02:72:00:d4:1a/3     00:07:e0:00:0b:ca 66    OPEN
Active RFCOMM sessions
L2PCB    PCB      Flag MTU   Out-Q DLCs State
c2afe900 c2b53380 1    127   0     Yes  OPEN
Active RFCOMM sockets
PCB      Recv-Q Send-Q Local address     Foreign address   Chan DLCI State
c2e8bc80      0    250 00:02:72:00:d4:1a 00:07:e0:00:0b:ca 3    6    OPEN

34.7.5.2. Radio Frequency Communication (RFCOMM)

The RFCOMM protocol provides emulation of serial ports over the L2CAP protocol. RFCOMM is a
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simple transport protocol, with additional provisions for emulating the 9 circuits of RS-232 (EIATIA-
232-E) serial ports. It supports up to 60 simultaneous connections (RFCOMM channels) between two
Bluetooth devices.

For the purposes of RFCOMM, a complete communication path involves two applications running
on the communication endpoints with a communication segment between them. RFCOMM is
intended to cover applications that make use of the serial ports of the devices in which they reside.
The communication segment is a direct connect Bluetooth link from one device to another.

RFCOMM is only concerned with the connection between the devices in the direct connect case, or
between the device and a modem in the network case. RFCOMM can support other configurations,
such as modules that communicate via Bluetooth wireless technology on one side and provide a
wired interface on the other side.

In FreeBSD, RFCOMM is implemented at the Bluetooth sockets layer.

34.7.5.3. Service Discovery Protocol (SDP)

The Service Discovery Protocol (SDP) provides the means for client applications to discover the

, and command line client, sdpcontrol(8), are included in the
standard FreeBSD installation. The following example shows how to perform a SDP browse query.

% sdpcontrol -a 00:01:03:fc:6e:ec browse
Record Handle: 00000000
Service Class ID List:
        Service Discovery Server (0x1000)
Protocol Descriptor List:
        L2CAP (0x0100)
                Protocol specific parameter #1: u/int/uuid16 1
                Protocol specific parameter #2: u/int/uuid16 1

Record Handle: 0x00000001
Service Class ID List:
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        Browse Group Descriptor (0x1001)

Record Handle: 0x00000002
Service Class ID List:
        LAN Access Using PPP (0x1102)
Protocol Descriptor List:
        L2CAP (0x0100)
        RFCOMM (0x0003)
                Protocol specific parameter #1: u/int8/bool 1
Bluetooth Profile Descriptor List:
        LAN Access Using PPP (0x1102)

# service sdpd start

The local server application that wants to provide a Bluetooth service to remote clients will register
the service with the local SDP daemon. An example of such an application is rfcomm_pppd(8). Once
started, it will register the Bluetooth LAN service with the local SDP daemon.

The list of services registered with the local SDP server can be obtained by issuing a SDP browse
query via the local control channel:

# sdpcontrol -l browse

34.7.5.4. OBEX Object Push (OPUSH)

Object Exchange (OBEX) is a widely used protocol for simple file transfers between mobile devices.
Its main use is in infrared communication, where it is used for generic file transfers between
notebooks or PDAs, and for sending business cards or calendar entries between cellular phones and
other devices with Personal Information Manager (PIM) applications.
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The OBEX server and client are implemented by obexapp, which can be installed using the
comms/obexapp package or port.

The OBEX client is used to push and/or pull objects from the OBEX server. An example object is a
business card or an appointment. The OBEX client can obtain the RFCOMM channel number from
the remote device via SDP. This can be done by specifying the service name instead of the RFCOMM
channel number. Supported service names are: IrMC, FTRN, and OPUSH. It is also possible to specify the
RFCOMM channel as a number. Below is an example of an OBEX session where the device
information object is pulled from the cellular phone, and a new object, the business card, is pushed
into the phone’s directory.

# cu -l /dev/pts/6
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The pseudo tty is printed on stdout and can be read by wrapper scripts:

PTS=`rfcomm_sppd -a 00:07:E0:00:0B:CA -t`
cu -l $PTS

34.7.6. Troubleshooting

By default, when FreeBSD is accepting a new connection, it tries to perform a role switch and
become master. Some older Bluetooth devices which do not support role switching will not be able

different networks. In many respects, a bridge is like an Ethernet switch with very few ports. A
FreeBSD system with multiple network interfaces can be configured to act as a bridge.

Bridging can be useful in the following situations:

Connecting Networks

The basic operation of a bridge is to join two or more network segments. There are many
reasons to use a host-based bridge instead of networking equipment, such as cabling constraints
or firewalling. A bridge can also connect a wireless interface running in hostap mode to a wired
network and act as an access point.

Filtering/Traffic Shaping Firewall

A bridge can be used when firewall functionality is needed without routing or Network Address
Translation (NAT).

An example is a small company that is connected via DSL or ISDN to an ISP. There are thirteen
public IP addresses from the ISP and ten computers on the network. In this situation, using a
router-based firewall is difficult because of subnetting issues. A bridge-based firewall can be
configured without any IP addressing issues.
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Network Tap

A bridge can join two network segments in order to inspect all Ethernet frames that pass
between them using bpf(4) and tcpdump(1) on the bridge interface, or by sending a copy of all
frames out on an additional interface known as a span port.

Layer 2 VPN

Two Ethernet networks can be joined across an IP link by bridging the networks to an EtherIP
tunnel or a tap(4) based solution such as OpenVPN.

Layer 2 Redundancy

A network can be connected together with multiple links and use the Spanning Tree Protocol
(STP) to block redundant paths.

This section describes how to configure a FreeBSD system as a bridge using if_bridge(4). A netgraph
bridging driver is also available, and is `

# ifconfig fxp0 up
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# ifconfig fxp1 up

operating modes, with RSTP being the default mode.

STP can be enabled on member interfaces using ifconfig(8). For a bridge with fxp0 and fxp1 as the
current interfaces, enable STP with:

# ifconfig bridge0 stp fxp0 stp fxp1
bridge0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> metric 0 mtu 1500
        ether d6:cf:d5:a0:94:6d
        id 00:01:02:4b:d4:50 priority 32768 hellotime 2 fwddelay 15
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        maxage 20 holdcnt 6 proto rstp maxaddr 100 timeout 1200
        root id 00:01:02:4b:d4:50 priority 32768 ifcost 0 port 0
        member: fxp0 flags=1c7<LEARNING,DISCOVER,STP,AUTOEDGE,PTP,AUTOPTP>
                port 3 priority 128 path cost 200000 proto rstp
                role designated state forwarding
        member: fxp1 flags=1c7<LEARNING,DISCOVER,STP,AUTOEDGE,PTP,AUTOPTP>
                port 4 priority 128 path cost 200000 proto rstp
                role designated state forwarding

This bridge has a spanning tree ID of 00:01:02:4b:d4:50 and a priority of 32768. As the root id

including ARP packets. If traffic needs to be selectively blocked, a firewall should be used
instead.

span

A span port transmits a copy of every Ethernet frame received by the bridge. The number of
span ports configured on a bridge is unlimited, but if an interface is designated as a span port, it
cannot also be used as a regular bridge port. This is most useful for snooping a bridged network
passively on another host connected to one of the span ports of the bridge. For example, to send
a copy of all frames out the interface named fxp4:
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# ifconfig bridge0 span fxp4

sticky

If a bridge member interface is marked as sticky, dynamically lea

bpf(4)
processing and are not processed or forwarded further. This can be used to multiplex the input of
two or more interfaces into a single bpf(4) stream. This is useful for reconstructing the traffic for
network taps that transmit the RX/TX signals out through two separate interfaces. For example, to
read the input from four network interfaces as one stream:

# ifconfig bridge0 addm fxp0 addm fxp1 addm fxp2 addm fxp3 monitor up

868

https://man.freebsd.org/cgi/man.cgi?query=bpf&sektion=4&format=html
https://man.freebsd.org/cgi/man.cgi?query=bpf&sektion=4&format=html


 Hex-STRING: 80 00 00 01 02 4B D4 50
...
BRIDGE-MIB::dot1dStpPortState.3 = INTEGER: forwarding(5)
BRIDGE-MIB::dot1dStpPortEnable.3 = INTEGER: enabled(1)
BRIDGE-MIB::dot1dStpPortPathCost.3 = INTEGER: 200000
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aggregation works best on switches which support LACP, as this protocol distributes traffic bi-
directionally while responding to the failure of individual links.
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The aggregation protocols supported by the lagg interface determine which ports are used for
outgoing traffic and whether or not a specific port accepts incoming traffic. The following protocols
are supported by lagg(4):

failover

This mode sends and receives traffic only through the master port. If the master port becomes
unavailable, the next active port is used. The first interface added to the virtual interface is the
master port and all subsequently added interfaces are used as failover devices. If failover to a
non-master port occurs, the original port becomes master once it becomes available again.

loadbalance

This provides a static setup and does not negotiate aggregation with the peer affic to all ports configured on the lagg interface, and receives

frames on any port.

34.9.1. Configuration Examples

This section demonstrates how to configure a Cisco® switch and a FreeBSD system for LACP load
balancing. It then shows how to configure two Ethernet interfaces in failover mode as well as how
to configure failover mode between an Ethernet and a wireless interface.

Example 44. LACP Aggregation with a Cisco® Switch

This example connects two fxp(4) Ethernet interfaces on a FreeBSD machine to the first two
Ethernet ports on a Cisco® switch as a single load balanced and fault tolerant link. More
interfaces can be added to increase throughput and fault tolerance. Replace the names of the
Cisco® ports, Ethernet devices, channel group number, and IP address shown in the example
to match the local configuration.
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Frame ordering is mandatory on Ethernet links and any traffic between two stations always
flows over the same physical link, limiting the maximum speed to that of one interface. The
transmit algorithm attempts to use as much information as it can to distinguish different
traffic flows and balance the flows across the available interfaces.

On the Cisco® switch, add the FastEthernet0/1 and FastEthernet0/2 interfaces to channel group
1:

interface FastEthernet0/1
 channel-group 1 mode active
 channel-protocol lacp
!

switch# show lacp neighbor

Flags:  S - Device is requesting Slow LACPDUs
        F - Device is requesting Fast LACPDUs
        A - Device is in Active mode       P - Device is in Passive mode
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Channel group 1 neighbors

Partner's information:

                  LACP port                        Oper    Port     Port
Port      Flags   Priority  Dev ID         Age     Key     Number   State
Fa0/1     SA      32768     0005.5d71.8db8  29s    0x146   0x3      0x3D
Fa0/2     SA      32768     0005.5d71.8db8  29s    0x146   0x4      0x3D

        status: active

        laggproto failover
        laggport: fxp1 flags=0<>
        laggport: fxp0 flags=5<MASTER,ACTIVE>

Traffic will be transmitted and received on fxp0. If the link is lost on fxp0, fxp1 will become the
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# ifconfig wlan0 create wlandev ath0 country FR ssid my_router up

Now you can determine the MAC address of the wireless interface:

# ifconfig wlan0
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wlan0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MU
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ifconfig_wlan0="WPA"
create_args_wlan0="country FR"
cloned_interfaces="lagg0"
ifconfig_lagg0="up laggproto failover laggport re0 laggport wlan0 DHCP"

34.10. Diskless Operation with PXE
The Intel® Preboot eXecution Environment (PXE) allows an operating system to boot over the
network. For example, a FreeBSD system can boot over the network and operate without a local
disk, using file systems mounted from an NFS server. PXE support is usually available in the BIOS.
To use PXE when the machine starts, select the Boot from network option in the BIOS setup or type a
function key during system initialization.

The command examples below assume use of the sh(1) shell. csh(1) and tcsh(1)
users will need to start a sh(1) shell or adapt the commands to csh(1) syntax.
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1. Create the root directory which will contain a FreeBSD installation to be NFS mounted:

# export NFSROOTDIR=/b/tftpboot/FreeBSD/install
# mkdir -p ${NFSROOTDIR}

2. Enable the NFS server by adding this line to /etc/rc.conf:

nfs_server_enable="YES"

3. Export the diskless root directory via NFS by adding the following to /etc/exports:

/b -ro -alldirs -maproot=root

4. Start the NFS server:

 and make installworld commands.

9. Test that the TFTP server works and can download the boot loader which will be obtained via
PXE:
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# tftp localhost
tftp> get FreeBSD/install/boot/pxeboot
Received 264951 bytes in 0.1 seconds

10. Edit ${NFSROOTDIR}/etc/fstab and create an entry to mount the root file system over NFS:

# tar -c -v -f conf/base/etc.cpio.gz --format cpio --gzip etc
# tar -c -v -f conf/base/var.cpio.gz --format cpio --gzip var

When the system boots, memory file systems for /etc and /var will be created and mounted and the
contents of the cpio.gz files will be copied into them. By default, these file systems have a maximum
capacity of 5 megabytes. If your archives do not fit, which is usually the case for /var when binary
packages have been installed, request a larger size by putting the number of 512 byte sectors
needed (e.g., 5 megabytes is 10240 sectors) in ${NFSROOTDIR}/conf/base/etc/md_size and
${NFSROOTDIR}/conf/base/var/md_size files for /etc and /var file systems respectively.
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34.10.2. Configuring the DHCP Server

The DHCP server does not need to be the same machine as the TFTP and NFS server, but it needs to
be accessible in the network.

DHCP is not part of the FreeBSD base system but can be installed using the net/isc-dhcp44-server
port or package.

Once installed, edit the configuration file, /usr/local/etc/dhcpd.conf. Configure the next-server,
filename, and root-path settings as seen in this example:

subnet 192.168.0.0 netmask 255.255.255.0 {
   range 192.168.0.2 192.168.0.3 ;
   option subnet-mask 255.255.255.0 ;
   option 0Ü�

Then start the DHCP service:

# service isc-dhcpd start
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34.10.3. Debugging PXE Problems

Once all of the services are configured and started, PXE clients should be able to automatically load
FreeBSD over the network. If a particular client is unable to connect, when that client machine
boots up, enter the BIOS configuration menu and confirm that it is set to boot from the network.

This section describes some troubleshooting tips for isolating the source of the configuration
problem should no clients be able to PXE boot.

1.

the correct location. To test this example configuration:

# tftp 192.168.0.1
tftp> get FreeBSD/install/boot/pxeboot
Received 264951 bytes in 0.1 seconds

The BUGS sections in tftpd(8) and tftp(1) document some limitations with TFTP.

3. Make sure that the root file system can be mounted via NFS. To test this example
configuration:
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backup server will pick up the failed master machine’s IP address.

34.11.1. Using CARP

Enable boot-time support for CARP by adding an entry for the carp.ko kernel module in
/boot/loader.conf:

carp_load="YES"

To load the module now without rebooting:
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# ifconfig em0 vhid 1 state backup

Once the configuration is complete, either restart networking or reboot each system. High
availability is now enabled.

CARP functionality can be controlled via several sysctl(8) variables documented in the carp(4)
manual pages. Other actions can be triggered from CARP events by using devd(8).

34.12. VLANs
VLANs are a way of virtually dividing up a network into many different subnetworks, also referred
to as segmenting. Each segment will have its own broadcast domain and be isolated from other
VLANs.

On FreeBSD, VLANs must be supported by the network card driver. To see which drivers support
vlans, ref

To configure VLANs at boot time, /etc/rc.conf must be updated. To duplicate the configuration
above, the following will need to be added:

vlans_em0="5"
ifconfig_em0_5="inet 192.168.20.20/24"

Additional VLANs may be added, by simply adding the tag to the vlans_em0 field and adding an
additional line configuring the network on that VLAN tag’s interface.

 When defining VLANs in /etc/rc.conf, make sure that the parent network interface
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is configured and enabled as well. The minimum configuration for the above
example would be:

ifconfig_em0="up"

It is useful to assign a symbolic name to an interface so that when the associated hardware is
changed, only a few configuration variables need to be updated. For example, security cameras
need to be run over VLAN 1 on em0. Later, if the em0 card is replaced with a card that uses the
ixgb(4) driver, all references to em0.1 will not have to change to ixgb0.1.

To configure VLAN 5

vlans_video="cameras"
create_args_cameras="vlan 5"
ifconfig_cameras="inet 192.168.20.20/24"
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Part V: Appendices
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Appendix A: Obtaining FreeBSD

A.1. Mirrors
The official mirrors of the FreeBSD project are made up of many machines operated by the project
cluster administrators and behind GeoDNS to direct users to the closest available mirror. Current
locations are Australia, Brazil, Japan (two sites), Malaysia, South Africa, Sweden, Taiwan, United
States of America (California, Illinois - two sites, New Jersey, and Washington).

Official mirrors service:

Brazil  ftp2.br.FreeBSD.or
g

http rsync rsync_v6
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ftp2.kr.FreeBSD.or
g

rsync
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 rsync (Former official tier 1)

ftp5.FreeBSD.org http http_v6 ftp ftp_v6

The current list of protocols supported by the community mirrors was last updated on 2022-01-31,
and it’s not guaranteed.

888

mailto:hostmaster@lv.FreeBSD.org
http://ftp.lv.FreeBSD.org/freebsd
ftp://ftp.lv.FreeBSD.org/freebsd
mailto:hostmaster@nl.FreeBSD.org
http://ftp.nl.FreeBSD.org/pub/FreeBSD
http://ftp.nl.FreeBSD.org/pub/FreeBSD
ftp://ftp.nl.FreeBSD.org/pub/FreeBSD
ftp://ftp.nl.FreeBSD.org/pub/FreeBSD
rsync://ftp.nl.FreeBSD.org
rsync://ftp.nl.FreeBSD.org
http://ftp2.nl.FreeBSD.org/pub/FreeBSD
ftp://ftp2.nl.FreeBSD.org/pub/FreeBSD
rsync://ftp2.nl.FreeBSD.org
https://mirror.nl.altushost.com/FreeBSD
mailto:hostmaster@nz.FreeBSD.org
http://ftp.nz.FreeBSD.org/pub/FreeBSD
ftp://ftp.nz.FreeBSD.org/pub/FreeBSD
mailto:hostmaster@no.FreeBSD.org
ftp://ftp.no.FreeBSD.org/pub/FreeBSD
ftp://ftp.no.FreeBSD.org/pub/FreeBSD
rsync://ftp.no.FreeBSD.org
rsync://ftp.no.FreeBSD.org
mailto:hostmaster@pl.FreeBSD.org
http://ftp.pl.FreeBSD.org/pub/FreeBSD
http://ftp.pl.FreeBSD.org/pub/FreeBSD
ftp://ftp.pl.FreeBSD.org/pub/FreeBSD
rsync://ftp.pl.FreeBSD.org
rsync://ftp.pl.FreeBSD.org
mailto:hostmaster@ru.FreeBSD.org
http://ftp.ru.FreeBSD.org/pub/FreeBSD
http://ftp.ru.FreeBSD.org/pub/FreeBSD
ftp://ftp.ru.FreeBSD.org/pub/FreeBSD
ftp://ftp.ru.FreeBSD.org/pub/FreeBSD
rsync://ftp.ru.FreeBSD.org
rsync://ftp.ru.FreeBSD.org
https://ftp2.ru.FreeBSD.org/pub/FreeBSD
ftp://ftp2.ru.FreeBSD.org/pub/FreeBSD
rsync://ftp2.ru.FreeBSD.org
mailto:hostmaster@si.FreeBSD.org
http://ftp.si.FreeBSD.org/pub/FreeBSD
http://ftp.si.FreeBSD.org/pub/FreeBSD
ftp://ftp.si.FreeBSD.org/pub/FreeBSD
ftp://ftp.si.FreeBSD.org/pub/FreeBSD
mailto:hostmaster@za.FreeBSD.org
https://ftp.za.FreeBSD.org/pub/FreeBSD
https://ftp.za.FreeBSD.org/pub/FreeBSD
rsync://ftp.za.FreeBSD.org
rsync://ftp.za.FreeBSD.org
http://ftp2.za.FreeBSD.org/pub/FreeBSD
http://ftp2.za.FreeBSD.org/pub/FreeBSD
ftp://ftp2.za.FreeBSD.org/pub/FreeBSD
http://ftp4.za.FreeBSD.org/pub/FreeBSD
ftp://ftp4.za.FreeBSD.org/pub/FreeBSD
rsync://ftp4.za.FreeBSD.org
mailto:hostmaster@se.FreeBSD.org
http://ftp.se.FreeBSD.org/pub/FreeBSD
http://ftp.se.FreeBSD.org/pub/FreeBSD
ftp://ftp.se.FreeBSD.org/pub/FreeBSD
ftp://ftp.se.FreeBSD.org/pub/FreeBSD
rsync://ftp.se.FreeBSD.org
rsync://ftp.se.FreeBSD.org
https://mirror.se.altushost.com/FreeBSD
mailto:hostmaster@tw.FreeBSD.org
https://ftp4.tw.FreeBSD.org/pub/FreeBSD
ftp://ftp4.tw.FreeBSD.org/pub/FreeBSD
rsync://ftp4.tw.FreeBSD.org
http://ftp5.tw.FreeBSD.org/pub/FreeBSD
ftp://ftp5.tw.FreeBSD.org/pub/FreeBSD
mailto:hostmaster@ua.FreeBSD.org
http://ftp.ua.FreeBSD.org/pub/FreeBSD
ftp://ftp.ua.FreeBSD.org/pub/FreeBSD
ftp://ftp.ua.FreeBSD.org/pub/FreeBSD
rsync://ftp.ua.FreeBSD.org
rsync://ftp.ua.FreeBSD.org
mailto:hostmaster@uk.FreeBSD.org
http://ftp.uk.FreeBSD.org/pub/FreeBSD
http://ftp.uk.FreeBSD.org/pub/FreeBSD
ftp://ftp.uk.FreeBSD.org/pub/FreeBSD
ftp://ftp.uk.FreeBSD.org/pub/FreeBSD
rsync://ftp.uk.FreeBSD.org
rsync://ftp.uk.FreeBSD.org
http://ftp2.uk.FreeBSD.org/pub/FreeBSD
http://ftp2.uk.FreeBSD.org/pub/FreeBSD
https://ftp2.uk.FreeBSD.org/pub/FreeBSD
https://ftp2.uk.FreeBSD.org/pub/FreeBSD
ftp://ftp2.uk.FreeBSD.org/pub/FreeBSD
ftp://ftp2.uk.FreeBSD.org/pub/FreeBSD
mailto:hostmaster@us.FreeBSD.org
http://ftp11.FreeBSD.org/pub/FreeBSD
http://ftp11.FreeBSD.org/pub/FreeBSD
ftp://ftp11.FreeBSD.org/pub/FreeBSD
ftp://ftp11.FreeBSD.org/pub/FreeBSD
rsync://ftp11.FreeBSD.org
rsync://ftp11.FreeBSD.org
ftp://ftp14.FreeBSD.org/pub/FreeBSD
rsync://ftp14.FreeBSD.org
http://ftp5.FreeBSD.org/pub/FreeBSD
http://ftp5.FreeBSD.org/pub/FreeBSD
ftp://ftp5.FreeBSD.org/pub/FreeBSD
ftp://ftp5.FreeBSD.org/pub/FreeBSD


A.2. Using Git

A.2.1. Introduction

As of December 2020, FreeBSD uses git as the primary version control system for storing all of
FreeBSD’s base source code and documentation. As of April 2021, FreeBSD uses git as the only
version control system for storing all of FreeBSD’s Ports Collection.


Git is generally a developer tool. Users may prefer to use freebsd-update (“FreeBSD
Updat

External mirrors maintained by project members are also available; please refer to the External
mirrors section.

To clone a copy of the FreeBSD system source code repository:
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# git clone -o freebsd https://git.FreeBSD.org/src.git /usr/src

The -o freebsd option specifies the origin; by convention in the FreeBSD documentation, the origin
is assumed to be freebsd. Because the initial checkout must download the full branch of the remote
repository, it can take a while. Please be patient.

Initially, the working tree contains source code for the main branch, which corresponds to
CURRENT. To switch to 13-STABLE instead:

# cd /usr/src
# git checkout stable/13

The working tree can be updated with 

mirrors is still under discussion.

Codeberg

• doc: https://codeberg.org/FreeBSD/freebsd-doc

• ports: https://codeberg.org/FreeBSD/freebsd-ports

• src: https://codeberg.org/FreeBSD/freebsd-src

GitHub

• doc: https://github.com/freebsd/freebsd-doc

• ports: https://github.com/freebsd/freebsd-ports

• src: https://github.com/freebsd/freebsd-src
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GitLab

• doc: https://gitlab.com/FreeBSD/freebsd-doc

• ports: https://gitlab.com/FreeBSD/freebsd-ports

• src: https://gitlab.com/FreeBSD/freebsd-src

A.2.7. Mailing lists

The main mailing list for general usage and questions about git in the FreeBSD project is freebsd-
git. For more details, including commit messages lists, see the Mailing Lists chapter.

A.2.8. SSH host keys

• gitrepo.FreeBSD.org host key fingerprints:

◦ ECDSA key fingerprint is 

USA
Phone: +1 925 240-6652
Fax: +1 925 674-0821
Email: info@freebsdmall.com
Website: https://www.freebsdmall.com

• Getlinux
Website: https://www.getlinux.fr/

• Dr. Hinner EDV
Schäftlarnstr. 10 // 4. Stock
D-81371 München
Germany
Phone: +49 171 417 544 6
Email: infow@hinner.de
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Website: http://www.hinner.de/linux/freebsd.html
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Appendix B: Bibliography
While manual pages provide a definitive reference for individual pieces of the FreeBSD operating
system, they seldom illustrate how to put the pieces together to make the whole operating system
run smoothly. For this, there is no substitute for a good book or users' manual on UNIX® system
administration.

B.1. FreeBSD Bibliography
• Absolute FreeBSD: The Complete Guide To FreeBSD, Third Edition, published by No Starch

Press, 2018. ISBN: 978-1593278922

•

• The Book of PF: A No-Nonsense Guide to the OpenBSD Firewall, Third Edition, published by
No Starch Press, 2014. ISBN: 978-1593275891

• SSH Mastery: OpenSSH, PuTTY, Tunnels, and Keys, Second Edition, 2018. ISBN: 978-
1642350029

B.3. UNIX® History
• Lion, John Lion’s Commentary on UNIX, 6th Ed. With Source Code. ITP Media Group, 1996. ISBN

1573980137

• Raymond, Eric S. The New Hacker’s Dictionary, 3rd edition. MIT Press, 1996. ISBN 0-262-68092-0.
Also known as the Jargon File
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https://www.tiltedwindmillpress.com/product/fmspf/
https://www.tiltedwindmillpress.com/product/fmzfs/
https://www.tiltedwindmillpress.com/product/fmaz/
https://www.tiltedwindmillpress.com/product/fmjail/
https://nostarch.com/bsddrivers.htm
https://www.pearson.com/store/p/design-and-implementation-of-the-freebsd-operating-system-the/P200000000463/9780321968975
https://www.pearson.com/en-us/subject-catalog/p/unix-and-linux-system-administration-handbook/P200000000513/9780137460359
https://www.pearson.com/en-us/subject-catalog/p/unix-and-linux-system-administration-handbook/P200000000513/9780137460359
https://nostarch.com/rootkits.htm
https://rderik.gumroad.com/l/uwOLZ
https://nostarch.com/pf3
http://www.catb.org/~esr/jargon/html/index.html


• Salus, Peter H. A quarter century of UNIX. Addison-Wesley Publishing Company, Inc., 1994. ISBN
0-201-54777-5

• Simon Garfinkel, Daniel Weise, Steven Strassmann. The UNIX-HATERS Handbook.

• Kernighan, Brian Unix: A History and a Memoir. Kindle Direct Publishing, 2020. ISBN 978-
169597855-3

B.4. Periodicals, Journals, and Magazines
• Admin Magazin (in German), published by Medialinx AG. ISSN: 2190-1066

• BSD Now - Video Podcast, published by Jupiter Broadcasting LLC

• FreeBSD Journal, published by S&W Publishing, sponsored by The FreeBSD Foundation. ISBN:
978-0-615-88479-0
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https://www.bsdnow.tv/
https://freebsdfoundation.org/our-work/journal/


Appendix C: Resources on the Internet
Development of FreeBSD is too rapid for print media to be practical for keeping people informed.
For awareness of developments: electronic alternatives to print are best.

The FreeBSD user community provides much technical support — with forums, chat and email
amongst the most popular and effective means of communication.

The most important points of contact are outlined below. The Community wiki area may be more
up-to-date.

Please make the FreeBSD documentation project mailing list aware of any resource that is either
redundant, or not yet listed below.

C.1. Websites
• The FreeBSD Forums provide a web based discussion forum for FreeBSD questions and

technical discussion.

• The 
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https://lists.FreeBSD.org/subscription/freebsd-doc
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https://freebsdfoundation.org
http://www.youtube.com/bsdconferences
https://www.freebsd.org/status/
https://www.reddit.com/r/freebsd/
https://superuser.com/questions/tagged/freebsd
https://serverfault.com/questions/tagged/freebsd
https://wiki.freebsd.org/Discord
https://wiki.freebsd.org/IRC/Channels


All users and developers of FreeBSD should subscribe to the FreeBSD announcements mailing list.


To test FreeBSD mailing list capabilities, aim for the FreeBSD test mailing list.
Please do not send test messages to any other lis|, but today’s Internet is a pretty harsh environment, it would seem,

and many fail to appreciate just how fragile some of its mechanisms are.

Rules of the road:
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• The topic of any posting should adhere to the basic description of the list it is posted to. If the list
is about technical issues, the posting should contain technical discussion. Ongoing irrelevant

• multipart/alternative

• multipart/related

• multipart/signed

• text/html

• text/plain

• text/x-diff

• text/x-patch


Some of the mailing lists might allow attachments of other MIME content types,
but the above list should be applicable for most of the mailing lists.
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If a multi-part message includes text/plain and text/html parts:

• addressees will receive both parts

• lists.freebsd.org will present text/plain with an option to view original text (source, wcomp.unix.shell•comp.unix.misc•comp.unix.bsd

• comp.windows.x
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Appendix D: OpenPGP Keys
The OpenPGP keys of the FreeBSD.org officers are shown here. These keys can be used to verify a
signature or send encrypted email to one of the officers. A full list of FreeBSD OpenPGP keys is
available in the PGP Keys article. The complete keyring can be downloaded at pgpkeyring.txt.

D.1. Officers

D.1.1. Security Officer Team <security-officer@FreeBSD.org>

pub   rsa4096/D9AD2A18057474CB 2022-12-11 [C] [expires: 2026-01-24]
      Key fingerprint = 0BE3 3275 D74C 953C 79F8  1107 D9AD 2A18 0574 74CB
uid                            FreeBSD Security Officer <security-officer@freebsd.org>
sub   rsa4096/6E58DE901F001§E�á'VwÑÉfeu&Ñá3�6�eî6∞

Qt5nFbcpUfWgtQ35XTbsL8iENdYpjKXsSFQrJneGSwxIjWYTFn6ps/AI3gwR8+Bn
OffEFdYugJ049O6Vu6YBFJHrnMO7NbF4v95dVYuLtpMIaXWM+V9KITmhaBzFz5fM
Q7UOzcLlbxOYKNIWcp8QQk429mayKW5VUeUExUD1ZzBHn+P6ZG7QTMDu/RmBqiHo
ewCMVz4n9uXT5BiOngE4CvS0WQwHzK+k9MLpG2u/Bo9+LT0Ceh9Ou1rfU5+0tRwl
GyOFFjf3INS7I7gkcAwxQ7dzDItN/UQPZpg8y9mABU2x4enz0AvTnb61d/1dnTEr
tdNgU433he0ZnD1HurZCjBEWC656wv6iMdWcD8gjhMbmEpPmjvXcYlTO6zhEygSM
DiwdQCWK2W4++YJerA6ULBi3niNWBpofOFH8XylV56ruhjtHCo7+/3carcMoPOJv
lVZ1zCKxLro3TRBT15JTFBGqblRyTopFK3PuxW//GTnZOtpQEOV6yL4RAXcWeC1d
1hb5k/YxUmRF6XsDNEH4b08T8ZO8dV3dAV43Wh1oiQEzBBABCAAdFiEEuyjUCzYO
7pNq7RVv5fe8y6O93fgFAmObXVYACgkQ5fe8y6O93fiBlwf/W8y1XXJIx1ZA3n6u
f7aS70rbP9KFPr4U0dixwKE/gbtIQ9ckeNXrDDWz0v0NCz4qS+33IPiJg1WcY3vR
W90e7QgAueCo5TdZPImPbCs42vadpa5byMXS4Pw+xyT+d/yp2oLKYbj3En4bg1GM
w71DezIjvV+e01UR++u1t9yZ8LOWM5Kumz1zyQLZDZ8qIKt1bBfpa+E0cEqtNQWu
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fLrsTkaCLWF/SV9OdMykvYKU7ZAP+gKEwhp+HPFuOHZbOBhqFUdkfeCkdzX/QGdz
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Au5hWmU9fIw5SIKGnQABBnNMhilfD+CkETp6baTvjTK4rpaobjJdeCTrsWgfXRNC
8x3hDvcrjPD70MylOGVQdx8GYChWJnCKXsLTGX7KwdfxkjclTyzWvdcCemp0eLha
mLGb9y1dtWdNIDcVCvZJy0lipHVUdFYYxb4iLZJANL631tlPM6AA8sO1/L4mqEGn
AIHVrUQd+2QkSiOl9mKlpgaR/fJz683BR5Qen9ywX0JPtBupqPW3t9VbO/uNxUql
HCeAhPi9NLOpujpYLfgW5QAfS3u0nkp5nrbkCoQUua2q0Oj7J0mFmtWtcE1c9+TH
mFJVb8j2G9yQw3ADe3Qp9ALazP5nVDVri8NZBhHK1/KuBmRYZtcyfqXUnKoiiWAl
m5rHaRiztW7e3wqm2oJu/RkEAagybutEuBWh2Ej2+gDxjEKKtIKGu54lif4kqTww
jKTcN1ekGihwwgCMUkBSBeNXk1ClkzLFHwESJCcFwdEgpVYQTKFsu0emYISyco3I
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qjoDPVNvcG6H8jCSsPRl1KZwtqqITCOSAIAPI4Nu97kO6nbOyQpYlwjd1MhvVXnP
66mHSvmqaxbNGX1mF9B/yERkBkooNZrKuJSvBTC2J1q5Ag0EY5V3BwEQAMpFVczZ
o9ZPNsgW791UW5o6wnrnd1nIO+S4rc37q2TEz8KGHCuxo5NwffZ2t6Ln04BI54pb
apg17b7a0hPka37HFkL28n4VyMdx0CsAm3QEfUsdK6xwKV2SucYeVcrV1upcN4Pd
XD7su1I7/A4CWXFJG047zJ0Z89lJZiQEiAq7ghvEoinC0sm+0a6ao/ocqCgWCKM1
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zHQu3JSxDncr+y+hcd+W0gqw10FoI9jWLcL7kR+6a0iOjuJSXSopq2l3DafiPxtC
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moXiZk7ohpbBm0htJlki22ARYrGXSK6w5RQtCZoBW0DEj5JNBjkK6XbAW3VFuAA1
J5wLS2z0eIR5adP+/SxQUbTq+ZFiOGdBP1g/783e7zEdyA0YfA2KU9OdLzupUix/
x+JYcxmrZXndSMObd0IiWOhwXlgarbJJMReOORg=
=cYaK
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Li1Sfccau5LQXOj9fUITU3u1YG7yrm8VGzT7ao4d+KRwgMLjd2pLqiGIbbJwGBiP
FRmtilWQoeIlmSlFX4obAA517DOK0pW1mH8+eEn4EJd3SekT3yzFyKTASv0J48Z8
3F928xg+eZvHxVC0t1J+J5IG0gt3EEncuWKIPQGR7PiQbti6R3FQVTz6WfMWOebP
Qi0E9F/Aqakr6Vj2sKGrDq+ebpaF5G8Yw1YrUl2IDiPzkCegp3ZbI0wh11Xvzhi8
LXPQGK4jBQas4G8cegfitzmtdGRHYrbMv0R9I4mvaL+WlOuD2AvyVG28lguqVhnN
AZP+ohdquYyX2CNCVvbKWAtXo6Ur0vWG8BL8m6defAtEkIwVBALaOHQOSI3aNUz4
lwy4OARkBcm/EgorBgEEAZdVAQUBAQdAsefmSfxEOdOr02+K/6noYCuJ1FeAWVz6
jFYQ+9w6jggDAQgHiH4EGBYKACYWIQS+1KHTZVW2gS6fq9rj

IFRlYW0gU2VjcmV0YXJ5IDxkb2Nlbmctc2VjcmV0YXJ5QGZyZWVic2Qub3JnPokB
VAQTAQoAPhYhBPJNezK4ZGJeVUGg5OHANYCutF5YBQJduxRXAhsDBQkFo5qABQsJ
CAcDBRUKCQgLBRYDAgEAAh4BAheAAAoJEOHANYCutF5YB2IIALw+EPYmOz9qlqIn
oTFmk/5MrcdzC5iLEfxubbF6TopDWsWPiOh5mAuvfEmROSGf6ctvdYe9UtQV3VNY
KeeyskeFrIBOFo2KG/dFqKPAWef6IfhbW3HWDWo5uOBg01jHzQ/pB1n6SMKiXfsM
idL9wN+UQKxF3Y7S/bVrZTV0isRUolO9+8kQeSYT/NMojVM0H2fWrTP/TaNEW4fY
JBDAl5hsktzdl8sdbNqdC0GiX3xb4GvgVzGGQELagsxjfuXk6PfOyn6Wx2d+yRcI
FrKojmhihBp5VGFQkntBIXQkaW0xhW+WBGxwXdaAl0drQlZ3W+edgdOl705x73kf
Uw3Fh2a5AQ0EXbsUVwEIANEPAsltM4vFj2pi5xEuHEcZIrIX/ZJhoaBtZkqvkB+H
4pu3/eQHK5hg0Dw12ugffPMz8mi57iGNI9TXd8ZYMJxAdvEZSDHCKZTX9G+FcxWa
/AzKNiG25uSISzz7rMB/lV1gofCdGtpHFRFTiNxFcoacugTdlYDiscgJZMJSg/hC
GXBdEKXR5WRAgAGandcL8llCToOt1lZEOkd5vJM861w6evgDhAZ2HGhRuG8/NDxG
r4UtlnYGUCFof/Q4oPNbDJzmZXF+8OQyTNcEpVD3leEOWG1Uv5XWS2XKVHcHZZ++
ISo/B5Q6Oi3SJFCVV9f+g09YF+PgfP/mVMBgif2fT20AEQEAAYkBPAQYAQoAJhYh
BPJNezK4ZGJeVUGg5OHANYCutF5YBQJduxRXAhsMBQkFo5qAAAoJEOHANYCutF5Y
kecIAMTh2VHQqjXHTszQMsy3NjiTVVITI3z+pzY0u2EYmLytXQ2pZMzLHMcklmub
5po0X4EvL6bZiJcLMI2mSrOs0Gp8P3hyMI40IkqoLMp7VA2LFlPgIJ7K5W4oVwf8
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khY6lw7qg2l69APm/MM3xAyiL4p6MU8tpvWg5AncZ6lxyy27rxVflzEtCrKQuG/a
oVaOlMjH3uxvOK6IIxlhvWD0nKs/e2h2HIAZ+ILE6ytS5ZEg2GXuigoQZdEnv71L
xyvE9JANwGZLkDxnS5pgN2ikfkQYlFpJEkrNTQleCOHIIIp8vgJngEaP51xOIbQM
CiG/y3cmKQ/ZfH7BBvlZVtZKQsI=
=MQKT
-----END PGP PUBLIC KEY BLOCK-----
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FreeBSD Glossary
This glossary contains terms and acronyms used within the FreeBSD community and
documentation.

A
ACL

See Access Control List.

ACPI

See Advanced Configuration and Power Interface.

AMD

See Automatic Mount Da

Pseudocode, interpreted by a virtual machine within an ACPI-compliant operating system,
providing a layer between the underlying hardware and the documented interface presented to
the OS.

ACPI Source Language

The programming language AML is written in.
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Access Control List

Authenticated Post Office Protocol

Automatic Mount Daemon

A daemon that automatically mounts a filesystem when a file or directory within that filesystem
is accessed.

B
BAR

See Base Address Register.

BIND

See Berkeley Internet Name Domain.

BIOS

See Basic Input/Output System.
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BSD

See Berkeley Software Distribution.

Base Address Register

The registers that determine which address range a PCI device will respond to.

Basic Input/Output System

The definition of BIOS depends a bit on the context. Some people refer to it as the ROM chip with
a basic set of routines to provide an interface between software and hardware. Others refer to it
as the set of routines contained in the chip that help in bootstrapping the system. Some might
also refer to it as the screen used to configure the bootstrapping process. The BIOS is PC-specific
but other systems have something similar.

Berkeley Internet Name Domain

An implementation of the DNS protocols.

Berkeley Software Distribution

This is the name that the Computer Systems Research Group (CSRG) at The University of

CTS

See Clear To Send.

Carrier Detect

An RS232C signal indicating that a carrier has been detected.
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Central Processing Unit

Also known as the processor. This is the brain of the computer where all calculations take place.
There are a number of different architectures with different instruction sets. Among the more
well-known are the Intel-x86 and derivatives, Arm, and PowerPC.

ChallengeDRMSee Direct Rendering Manager.

See Differentiated System Description Table.

DSR

See Data Set Ready.

DTR

See Data Terminal Ready.

910



DVMRP

See Distance-Vector Multicast Routing Protocol.

Discretionary Access Control

Data Encryption Standard

A method of encrypting information, traditionally used as the method of encryption for UNIX®
passwords and the crypt(3) function.

Data Set Ready

An RS232C signal sent from the modem to the computer or terminal indicating a readiness to
send and receive data.

See Also Data Terminal Ready.

Data Terminal Ready

An RS232C signal sent from the computer or terminal to the modem indicating a readiness to
send and receive data.

Debugger

An interactive in-kernel facility for examining the status of a system, often used after a system
has crashed to establish the events surrounding the failure.

Differentiated System Description Table

An ACPI table, supplying basic configuration information about the base system.

Distance-Vector Multicast Routing Protocol

Domain Name System

The system that converts humanly readable hostnames (i.e., mail.example.net) to Internet
addresses and vice versa.

Direct Rendering Manager

The drm(7) kernel module allows client applications direct access to the graphical hardware via
the Direct Rendering Infrastructure.

Dynamic Host Configuration Protocol

A protocol that dynamically assigns IP addresses to a computer (host) when it requests one from
the server. The address assignment is called a “lease”.

E
ECOFF

See Extended COFF.
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ELF

See Executable and Linking Format.

ESP

See Encapsulated Security Payload.

Encapsulated Security Payload

Executable and Linking Format

Extended COFF

F
FADT

See Fixed ACPI Description Table.

FAT

See File Allocation Table.

FAT16

See File Allocation Table (16-bit).

FTP

See File Transfer Protocol.

File Allocation Table

File Allocation Table (16-bit)

File Transfer Protocol

A member of the family of high-level protocols implemented on top of TCP which can be used to
transfer files over a TCP/IP network.

Fixed ACPI Description Table

G
GUI

See Graphical User Interface.
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Giant

The name of a mutual exclusion mechanism (a sleep mutex) that protects a large set of kernel
resources. Although a simple locking mechanism was adequate in the days where a machine
might have only a few dozen processes, one networking card, and certainly only one processor,
in current times it is an unacceptable performance bottleneck. FreeBSD developers are actively
working to replace it with locks that protect individual resources, which will allow a much
greater degree of parallelism for both single-processor and multi-processor machines.

Graphical User Interface

A system where the user and computer interact with graphics.

H
HTML

See HyperText Markup Language.

HUP

.
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IPv6

See IP Version 6.

ISP

See Internet Service Provider.

IP Firewall

IP Version 4

The IP protocol version 4, which uses 32 bits for addressing. This version is still the most widely
used, but it is slowly being replaced with IPv6.

See Also IP Version 6.

K
KAME

Japanese for “turtle”, the term KAME is used in computing circles to refer to the KAME Project,
who work on an implementation of IPv6.
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KDC

See Key Distribution Center.

KLD

See Kernel ld(1).

KMS

See Kernel Mode Setting.

L
LAN

See Local Area Network.

LOR

See Lock Order Reversal.

LPD

See Line Printer Daemon.
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Line Printer Daemon

Local Area Net 
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MUA

See Mail User Agent.

Mail Transfer Agent

An application used to transfer email. An MTA has traditionally been part of the BSD base
system. Today Sendmail is included in the base system, but there are many other MTAs, such as

Multi-Level Security

Multiple APIC Description Table

N
NAT

See Network Address Translation.
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NDISulator

See Project Evil.

NFS

See Network File System.

NTFS

See 

Operating System.

On-Demand Mail Relay

Operating System

A set of programs, libraries and tools that provide access to the hardware resources of a
computer. Operating systems range today from simplistic designs that support only one program
running at a time, accessing only one device to fully multi-user, multi-tasking and multi-process
systems that can serve thousands of users simultaneously, each of them running dozens of
different applications.
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Overtaken By Events

Indicates a suggested change (such as a Problem Report or a feature reques

See Principle Of Least Astonishment.

POP

See Post Office Protocol.

POP3

See Post Office Protocol Version 3.

PPD

See PostScript Printer Description.

PPP

See Point-to-Point Protocol.

PPPoA

See PPP over ATM.

919



PPPoE

See PPP over Ethernet.

PPP over ATM

PPP over Ethernet

PR

See Problem Report.

PXE

See Preboot eXecution Environment.

Password Authentication Protocol

Personal Computer

Personal Computer Network File System Daemon

Physical Address Extensions

A method of enabling access to up to 64 GB of RAM on systems which only physically have a 32-
bit wide address space (and would therefore be limited to 4 GB without PAE).

Pluggable Authentication Modules

Point-to-Point Protocol

Pointy Hat

A mythical piece of headgear, much like a dunce cap, awarded to any FreeBSD committer who
breaks the build, makes revision numbers go backwards, or creates any other kind of havoc in
the source base. Any committer worth his or her salt will soon accumulate a large collection. The
usage is (almost always?) humorous.

Portable Document Format

Post Office Protocol

See Also Post Office Protocol Version 3.

Post Office Protocol Version 3

A protocol for accessing email messages on a mail server, characterised by the messages usually

920



being downloaded from the server to the client, as opposed to remaining on the server.

See Also Internet Message Access Protocol.

PostScript Printer Description

Preboot eXecution Environment

Principle Of Least Astonishment

As FreeBSD evolves, changes visible to the user should be kept as unsurprising as possible. For
example, arbitrarily rearranging system startup variables in /etc/defaults/rc.conf violates POLA.
Developers consider POLA when contemplating user-visible system changes.

PRIME

A method of multiple physical graphics coprocessors coexisting by sharing their direct memory
access buffers.

Problem Report

A description of some kind of problem that has been found in either the FreeBSD source or
documentation. See Writing FreeBSD Problem Reports.

Received Data.

921

https://docs.freebsd.org/en/articles/problem-reports/


RFC

See Request For Comments.

RISC

See Reduced Instruction Set Computer.

RPC

See Remote Procedure Call.

RS232C

See Recommended Standard 232C.

An approach to processor design where the operations the hardware can perform are simplified
but made as general purpose as possible. This can lead to lower power consumption, fewer
transistors and in some cases, better performance and increased code density. Examples of RISC
processors include the Alpha, SPARC®, ARM® and PowerPC®.

Redundant Array of Inexpensive Disks

Remote Procedure Call
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Request For Comments

A set of documents d

.

SMTP

See Simple Mail Transfer Protocol.

SMTP AUTH

See SMTP Authentication.

SSH

See Secure Shell.

STR

See Suspend To RAM.

SVN

See Subversion.
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StateLess Address AutoConfiguration

SMTP Authentication

Server Message Block

Signal Ground

An RS232 pin or wire that is the ground reference for the signal.

Simple Mail Transfer Protocol

Secure Shell

Small Computer System Interface

Subversion

Subversion is a version control system currently used by the FreeBSD project.

Suspend To RAM

Symmetric MultiProcessor

System Control Interrupt

T
TCP

See Transmission Control Protocol.

TCP/IP

See crossref:glossary[tcpip-glossary,Transmission Control Protocol/Internet Protocol].

TD

See Transmitted Data.

TFTP

See Trivial FTP.
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TGT

See Ticket-Granting Ticket.

TSC

See Time Stamp Counter.

Ticket-GrantinSee 

.

UID

See User ID.

URL

See Uniform Resource Locator.

USB

See Universal Serial Bus.
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Uniform Resource Locator

A method of locating a resource, such as a document on the Internet and a means tf

a localized network, such as a corporate LAN.
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Colophon
This book is the combined work of hundreds of contributors to "The FreeBSD Documentation
Project". The text is authored in AsciiDoc.
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